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Resumen

El Modelo Estándar (SM) de F́ısica de Part́ıculas es probablemente la teoŕıa
más exitosa, en cuanto a la medición de sus predicciones.Sin embargo, la
predicción del SM para violación de simetŕıa CP no es suficiente para ex-
plicar la abrumadora asimetŕıa que existe en la abundancia de materia y
antimateria. Medir algún proceso donde la violación de CP sea mayor a
la predicha por el SM seŕıa un indicio claro de F́ısica más allá del Modelo
Estándar. La predicción del SM para la fase de violación de CP , φs , en
el mesón B0

s es prácticamente cero para la presición de los experimentos
actuales. Es decir, medir una desviación de cero en φs podŕıa ser un indicio
de F́ısica más allá del SM.

Por otro lado, la aproximación basada en la Simetŕıa del quark pesado
permite hacer cálculos aproximados de las cantidades fundamentales de
hadrones que contienen un quark pesado, c, b, t. Dichos cálculos se real-
izan como expansiones en términos de potencias inversas del quark más
pesado del hadrón. Este formalismo se llama “Teoróa Efectiva del Quark
Pesado” (Heavy Quark Effective Theory, HQET) y ha sido exitoso en la
predicción de algunas cantidades en los hadrones pesados. La predicción de
HQET para el cociente de los tiempos de vida de los mesones B0

d y B0
s es

para términos prácticos igual a la unidad. Por lo tanto, medir este con una
buena precisión es otra forma de poner a prueba una aproximación basada
en el SM.

En está tesis se presenta en detalle el procedimiento para la medición de φs
y el cociente de los tiempos de vida de los mesones B0

d y B0
s , entre otras

cantidades, con el detector DØ, ubicado en el Fermi National Accelerator
Laboratory, en los Estados Unidos.
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Abstract

The Standard Model of Partice Physics (SM) is probably the most success-
ful theory, regarding to his predictions. The SM prediction for CP violation
is not enough to explain the overwhelming asymmetry among the matter
and anti-matter abundance. Measuring some process where CP violation
is different to the one predicted by the SM would be a clear signal for
Physics Beyond the Standard Model. The SM prediction for the CP viola-
tion phase, φs, in the B0

s meson is practically equal to zero for the current
experiments. This means that measuring a deviation from zero in φs could
be an indication for Physics Beyond the SM.

On the other hand, the approximation based on the “heavy quark symme-
try” let approximated calculations of the fundamental quantities of those
hadrons containing a heavy quark, c, b, t. These calculations are expressed
as expansions on inverse powers of the heavy quark mass in such hadron.
This formalism is called “ Heavy Quark Effective Theory” (HQET), and
has been successful predicting some properties of the heavy hadrons. The
HQET prediction for the lifetime ratio the B0

d and B0
s is practically equal

to one. So, measuring with good precision the B0
s lifetime is also a way to

test an approximation based on the SM.

In this thesis it is detailed presented the method to measure the φs and
the lifetime ratio of the B0

d and B0
s , among other quantities, with the DØ

located in the Fermi National Accelerator Laboratory, in the United States.
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1. Introduction

1.1 Short History of Particle Physics

The High Energy Physics (HEP) or Elementary Particle Physics is one of the most

active fields in science. The field started in its modern form with the discovery of the

electron in 1897 by J. J. Thomson and his team [3]. This gave the first evidence that

the atom was not indivisible. During the next two decades some experiments carried

out by Ernest Rutherford and his team demonstrated the existence of atomic nucleus

in 1909, and in 1919 found the first evidence of the proton [4–7].

By 1930 there existed a discrepancy in β decays, apparently the energy and the

momentum were not conserved in these processes. In 1930 the neutrino, ν, was postu-

lated first by Wolfgang Pauli to solve the issue [8]. Pauli hypothesized an undetected

particle that he called a “neutron” in keeping with convention employed for naming

both the proton and the electron, which in 1930 were known to be respective products

for α and β decay. James Chadwick discovered a much more massive nuclear particle

in 1932 and also named it a neutron, leaving two kinds of particles with the same name.

Enrico Fermi, who developed the theory of beta decay, coined the term neutrino (the

Italian equivalent of “little neutral one”) in 1933 as a way to resolve the confusion. The

detection of a neutrino had to wait until 1956. The proton - neutron model of nucleus

was proposed in 1932. In this model almost all of the mass of an atom is located in the

nucleus, with a very small contribution from the electrons cloud.

However, a new kind of interaction had to be introduced to explain the mechanism

that is responsible for preventing that the nucleus tears itself apart under the action

of the electrostatic force. The Strong interaction was then postulated. In 1934 Hideki

Yukawa predicted the existence and the approximate mass of the “meson” as the carrier
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1. INTRODUCTION

of the nuclear force that holds atomic nuclei together [9]. The first meson candidate,

then known as the“µ meson” (today known as muon) was discovered 1936 by Carl

David Anderson and Seth Henry Neddermeyer in the decay products of cosmic ray

interactions [10].

The muon had about the right mass to be Yukawa candidate for a carrier of the

strong nuclear force, but over the course of the next decade, it became evident that it

was not the right particle. It was eventually found that the muon did not participate

in the strong nuclear interaction at all, but rather behaved like a heavy version of

the electron, and is in fact a lepton rather than a meson. The first true meson to be

discovered was the “π meson” (or pion) in 1947 [11, 12], as a product of cosmic rays. It

also had about the right mass predicted by Yukawa [13], and over the next few years,

more experiments showed that the pion was indeed involved in strong interactions,

however, the Yukawa theory was intended to explain the β decay, that not not associated

with the strong interaction.

The cosmic rays also helped to discover an essential ingredient of the modern theory,

the antimatter. In 1930, Paul Dirac postulated the existence of this new kind on matter.

He realized that the Klein-Gordon equation had negative “unphysical” solutions. In

order to solve this “inconsistency” Dirac derived a linear equation to ascribe correctly

the Quantum Mechanics at the relativistic domain. The Dirac equation, however, also

has “negative energy solutions”[14]. Dirac interpreted the negative energy solutions as

holes in the “sea” (now commonly referred as Dirac sea) that must behave as opposite

charge particles, the antimatter. In 1932 the first antiparticle was discovered, the

positron, the antiparticle of the electron [15].

Soon after the discovery of the pion, in 1947, a new kind of “strange particle” was

discovered, the kaon, or K meson. In 1947, G. D. Rochester and Clifford Charles Butler

of the University of Manchester published two cloud chamber photographs of cosmic

ray-induced events, one showing what appeared to be a neutral particle decaying into

two charged pions, and one which appeared to be a charged particle decaying into a

charged pion and something neutral [16]. The mass of the new particles was about half

the mass of the proton. More examples of these “V-particles” were slow in coming.

The first breakthrough was obtained at Caltech, where a cloud chamber was set

on the top of the Mount Wilson, to increase cosmic ray exposure. During the decade

2



1.2 Standard Model

of 1950, plenty charged and neutral V-particles were reported [17]. Inspired by this,

numerous observations were made over the next several years. The terminology used

was, “K meson” for a particle intermediate in mass between the pion and nucleon and

“Hyperon” meant any particle heavier than a nucleon. Typical, the decays were ex-

tremely slow compared to production reaction, lifetimes are of the order of 10−10 s, while

production in pion-proton reactions proceeds with a time scale of 10−23 s. The prob-

lem of this mismatch was solved indepently by Abraham Pais, Murray Gell-Mann and

Kazuhiko Nishijima. They postulated the new quantum number called “strangeness”

which is conserved in strong interactions but violated by the weak interactions. Strange

particles appear copiously due to “associated production” of a strange and an antis-

trange particle together. It was soon shown that this could not be a multiplicative

quantum number, because that would allow reactions which were never seen in the new

synchrotrons which were commissioned in Brookhaven National Laboratory in 1953

and in the Lawrence Berkeley Laboratory in 1955 [18].

The development of these new particle accelerators and particle detectors in the

1950s led to the discovery of a huge variety of hadrons, prompting Wolfgang Pauli’s

remark: “Had I foreseen this, I would have gone into botany”. The term particle zoo

was used colloquially to describe the relatively extensive list of the known “elemen-

tary” particles that almost look like hundreds of species in the zoo. The situation was

particularly confusing in the late 1960s, before the discovery of quarks, when hundreds

of strongly interacting particles (hadrons) were known.

1.2 Standard Model

The Standard Model (SM) is the theoretical framework capable to explain the ex-

perimental facts mentioned in previous section. The evidence shows that everything

in the Universe is made from twelve basic building blocks, called fundamental parti-

cles, governed by four fundamental interactions. Our best understanding of how these

twelve particles and three of the interactions are related to each other is encapsulated

in the Standard Model of particles and forces. Developed during the 1960s by Sheldon

Glashow, Steven Wienberg, and Abdus Salam, it became accepted after the discovery at

the European Organization for Nuclear Research (CERN) in 1973 of the neutral weak

3
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currents caused by Z boson boson exchange [19–21]. The SM has successfully explained

a host of experimental results and precisely predicted a wide variety of phenomena.

All the material objects around us are made of matter particles. These matter

particles occur in two basic types called quarks and leptons. Each group consists of

six particles, which are related in pairs, or generations. The lightest and most stable

particles make up the first generation, whereas the heavier and less stable particles

belong to the second and third generations. All stable matter in the Universe is made

from particles that belong to the first generation, any heavier particles quickly decay

to the next most stable level.

The six quarks are paired in the three generations the ‘up quark’ and the ‘down

quark’ form the first generation, followed by the ‘charm quark’ and ‘strange quark’,

then the ‘top quark’ and ‘bottom quark’. The six leptons are similarly arranged in

three generations the ‘electron’ and the ‘electron-neutrino’, the ‘muon’ and the ‘muon-

neutrino’, and the ‘tau’ and the ‘tau-neutrino’. The electron, the muon and the tau

all have a negative electric charge and a mass, whereas the neutrinos are electrically

neutral with very small mass.

There are four fundamental interactions at work in the Universe: the strong in-

teraction, the weak interaction, the electromagnetic force, and the gravitational force.

They work over different ranges and have different intensity. Gravity is the weakest

but it has an infinite range. The electromagnetic force also has infinite range but it

is many orders of magnitude stronger than gravity. The weak and strong forces are

effective only over a very short range and dominate only at the level of subatomic par-

ticles. Despite its name, the weak interaction is much stronger than gravity but it is

indeed the weakest of the other three. The strong interaction is, as the name says, the

strongest among all the four fundamental interactions.

We know that three of the fundamental interactions result from the exchange of

force carrier particles, or ‘gauge bosons’. Matter particles transfer discrete amounts

of energy by exchanging bosons with each other. Each fundamental force has its own

corresponding boson particle the strong interaction is carried by the gluons, the elec-

tromagnetic force is carried by the photon, and the W and Z bosons are responsible for

the weak force.
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Figure 1.1: Elementary particles and interactions with the gauge bosons.

So despite the effectiveness of the Standard Model at describing the phenomena

within its domain, it is nevertheless incomplete. Probably the most shocking con-

tradiction of the Standard Model with reality is that we live in a Universe made from

matter. There is no experimental evidence that there are any significant concentrations

of antimatter in the observable Universe. There are two main interpretations for this

disparity: either the universe began with a small preference for matter (total baryonic

number of the universe different from zero), or the universe was originally perfectly

symmetric, but somehow a set of phenomena contributed to a small imbalance in favor

of matter over time. Assuming the second point of view, the are three necessary con-

ditions, known as Sakharov conditions, to obtain that imbalance, which one of these is

CP violation. The Standard Model allows CP violation trough Cabibbo-Kobayashi-

Maskawa (CKM) and Pontecorvo-Maki-Nakagawa-Sakata matrices, but these mecha-

nisms seem to be not enough to explain matter - antimatter imbalance observed in the

Universe.
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1.3 B0
s Meson, CP violation and lifetime

In 1964, James Cronin, Val Fitch with coworkers provided clear evidence that CP -

symmetry could be broken [22]. This discovery showed that weak interactions violate

not only the charge-conjugation symmetry C between particles and antiparticles and

the P or parity, but also their combination. The discovery shocked particle physics and

opened the door to questions still at the core of particle physics and of cosmology today.

The lack of an exact CP -symmetry, but also the fact that it is so nearly a symmetry,

created a great puzzle.

In 2001, a new generation of experiments, including the BaBar Experiment at the

Stanford Linear Accelerator Center (SLAC) and the Belle Experiment at the High En-

ergy Accelerator Research Organisation (KEK) in Japan, observed direct CP violation

in a different system, namely in decays of the B mesons. By now a large number of CP

violation processes in B meson decays have been discovered. Before these ”B-factory”

experiments, there was a logical possibility that all CP violation was confined to kaon

physics.

As mentioned in the previous section, the universe is made practically only of mat-

ter, rather than consisting of equal parts of matter and antimatter as might be expected.

It can be demonstrated that, to create an imbalance in matter and antimatter from an

initial condition of balance, the Sakharov conditions must be satisfied:

• Baryonic number violation,

• CP violation,

• Interactions out of thermal equilibrium.

Explanations which do not involve CP violation are less plausible, since they rely on

the assumption that the matterantimatter imbalance was present at the beginning, or

on other admittedly exotic assumptions. The Big Bang should have produced equal

amounts of matter and antimatter if CP -symmetry was preserved. If that was the

case, there should have been total cancellation of both, protons should have cancelled

with antiprotons, electrons with positrons, neutrons with antineutrons, and so on. This

would have resulted in a sea of radiation in the universe with no matter. Since this is
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not the case, after the Big Bang, physical laws must have acted differently for matter

and antimatter, i.e. violating CP-symmetry.

The B0
s and B

0
s mesons are in fact a superpositions of two different states with

well defined masses and decay rates, and then different lifetimes. They are generally

produced in strong interactions, but they decay weakly. The B0
s − B

0
s mesons can be

decomposed also as a combination of states invariant1 under a CP transformation. It

can happen that CP -symmetry is broken in the B0
s −B

0
s system.

The Standard Model contains only two ways to break CP-symmetry. The first

of these is in the QCD Lagrangian, and has not been found experimentally. But in

the scenario, it would be expected this to lead to either no CP violation or a CP

violation that is many, many orders of magnitude too large. The second of these,

involving the weak interaction, has been experimentally verified, but can account for

only a small portion of CP violation. It is predicted to be sufficient for a net mass

of normal matter equivalent to only a single galaxy in the known universe. In this

context, finding a process that present CP violation larger that the SM prediction

would be an undoubtedly evidence of “New Physics”. The CP violation in the B0
s

system is expected to be rather small. Measuring a CP violation effect in this system

would be a clear evidence of New Physics.

The Heavy Quark Effective Theory (HQET), that is in fact a perturbative approxi-

mation of the exact theory, has been very successful on the prediction of mass differences

and lifetime ratios of the heavy mesons (those containing charm or bottom quarks).

The HQET predicts that the B0
s lifetime is practically equal to the B0

d lifetime. The

B0
d lifetime has been measured with a precision of 1% [23]. Then, the HQET can be

tested measuring the B0
s lifetime with a good precision.

1.4 Tevatron, D0 and LHC

The Tevatron, the worlds highest-energy proton-antiproton collider, shut down on Sept.

30, 2011. It is located in the Fermi National Accelerator Laboratory, Fermilab, located

40 miles west to Chicago, Illinois. Since 1983, the most powerful atom smasher of

the United States has created particle collisions and provided particle beams to fixed

1Invariant up to a phase factor.
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target experiments and test beam areas. The Tevatron has informed some of the most

important fundamental discoveries of our time, such as the existence of the top quark

and five baryons, which helped to test and refine the Standard Model of particle physics

and shape our understanding of matter, energy, space and time. The Tevatron research

program also yielded countless achievements in detector, accelerator and computing

technology.

During almost three decades the Tevatron provided collisions for the general propose

detectors CDF and DØ, among other experiments. In particular the DØ experiment

has contributed with many physics results during recent years, and it will continue

analyzing the collected data during the next few years. One of the most exciting

results from DØ, that suggest a CP violation effect not explained by the SM is the

“Anomalous like-sign dimuon charge asymmetry” [24, 25].

The measurements in this work were developed in the DØ experiment. The DØ

experiment is located at one of the interaction regions, where proton and antiproton

beams intersect, on the Tevatron synchrotron ring, labelled ‘DØ’. DØ is an interna-

tional collaboration of several hundred of physicists from around 90 universities and

national laboratories from 18 countries.

It is relevant to mention the Large Hadron Collider (LHC), now days the most

energetic collider, that is located near Geneva, where it spans the border between

Switzerland and France about 100 m underground. It is expected that the LHC will

help answer some of the fundamental open questions in physics. Many theorists expect

New Physics beyond the Standard Model to emerge at the TeV energy scale.

1.5 Overview of the Thesis

The thesis is about the experimental measurement of the B0
s system properties, in par-

ticular CP violation parameters and lifetime. In chapter two there is a short overview

of the theoretical framework to understand how the Standard Model constrains these

quantities. In chapter three and four I describe the experimental apparatus necessary

to develop these measurement, i.e. the Tevatron Collider and the D0 detector. The

method to measure the B0
s lifetime is detailed written in chapter five. The measure-
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ment of CP violation phase φs is also detailed described in chapter six. Finally, the

conclusions of this work are summarized in the chapter seven.
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2. Theoretical Framework

2.1 Introduction

The theoretical Framework used to understand the fundamental interactions in nature

is known as The Standard Model (SM). The SM is a Quantum Theory of Gauge Fields,

this means that both particles and interactions are understood as quantum fields and

that at certain scale (energy) the theory has manifested some gauge symmetries. The

gauge symmetries in the SM are described with the group SU(3)×SUL(2)×UY .(1). The

SUL(2)×UY (1) symmetry of the theory is broken at low energies. This broke up is an

essential part of the SM, the responsible ingredient of this effect is the Higgs boson [26].

After the spontaneous symmetry breaking of SUL(2)×UY (1), only a UEM (1) symmetry

remains.

2.2 The Electroweak Model

The SM is a gauge theory based on the symmetry group SU(3)×SUL(2)×UY (1) [27].

The SU(3) group describes the strong color interactions among the quarks, and the

SUL(2)×UY (1) group describes the electroweak interactions, which are carried out via

the corresponding spin-1 gauge fields: eight massless gluons and one massless photon

for the strong and the electromagnetic interactions, respectively, and three massive

bosons, W± and Z0, for the weak interaction. At the present time, three generations

of quarks and leptons have been observed. The measured width of the Z boson does

not permit a fourth generation with an active light neutrino [28]. The matter fields in

the minimal SM are three families of quarks and leptons having spin s = 1/2, and a

spin-zero Higgs boson, shown in Table 2.1. The index i = 1, 2, 3, on the fermion fields is
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Field Dim(SU(3)) Dim(SU(2)) Y (U(1)) Lorentz

QiL =

(
uiL
d′iL

)
3 2 1/6 (1/2, 0)

uiR 3 1 2/3 (0, 1/2)

diR 3 1 −1/3 (0, 1/2)

LiL =

(
νiL
`iL

)
1 2 −1/2 (1/2, 0)

`iR 1 1 −1 (0, 1/2)

H i
L =

(
H+

H0

)
1 2 1/2 (0, 0)

Table 2.1: Matter fields in the standard model.

a family or generation index, and the subscripts L and R denote left- and right-handed

fields, respectively,

ψL = PLψ, ψR = PRψ, (2.1)

where PL and PR are the projection operators

PL =
1− γ5

2
, PR =

1 + γ5

2
. (2.2)

QiL, u
i
R, d

i
L are the quark fields and LiL, e

i
R are the lepton fields1. The particles associ-

ated with the matter fields are summarized in Table 2.1. The SU(2)×U(1) symmetry

is spontaneously broken by the vacuum expectation value (v.a.v.) of the Higgs doublet

H. The spontaneous breakdown of SUL(2)×UY (1) gives mass to the W± and Z0 gauge

bosons. A single Higgs doublet is the simplest way to achieve the observed pattern of

1 The γ5 matrix is defined as γ5 = i
4!
εαβµνγ

αγβγµγν , where {γµ, γν} = 2ηµνI
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spontaneous symmetry breaking, but a more complicated scalar sector, such as two

doublets, is possible.

The terms in the SM Lagrangian density that involve only the Higgs doublet,

H =

(
H+

H0

)
, (2.3)

are

L = (DµH)†(Dµ)− V (H), (2.4)

where Dµ is the covariant derivative and V (H) is the Higgs potential,

V (H) =
λ

4
(H†H − v2

2
)2. (2.5)

The Higgs potential is minimized when H†H = v2/2. The SU(2)×U(1) symmetry can

be used to rotate a general v.a.v. into the standard form

〈H〉 =

(
0

v/
√

2

)
. (2.6)

Before the spontaneous symmetry breaking the gauge bosons are W i
µ, i = 1, 2, 3, and

Bµ for SU(2) and U(1) respectively, and the corresponding gauge coupling constants

g and g′. The left-handed fermion fields, as summarized in Table 2.1, transform as

doublets:

Ψi = LiL =

(
νiL
`iL

)
and QiL =

(
uiL
d′iL

)
, d′iL ≡

3∑

j=1

Vijd
j
L, i = 1, 2, 3, (2.7)

where V is de Cabibbo-Kobayashi-Maskawa mixing matrix.

After the symmetry breaking, the Lagrangian for the fermion fields, ψi = uiα, d
i
α, ν

i, `iα, α =

L,R, is

LF =
∑

k

ψ
k
(
i 6∂ −mk −

gmkH

2MW

)
ψk

− g

2
√

2

∑

k

Ψ
k
γµ(1− γ5)(T+W+

µ + T−W−µ )Ψk

−e
∑

k

qkψ
k
γµψkAµ

− g

2 cos θW

∑

k

ψ
k
γµ(gkV − gkAγ5)ψkZµ. (2.8)
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mk s the mass of the fermion field ψk, MW is the W boson mass, T± are the isospin

raising and lowering operators, W± ≡ (W 1 ± iW 2)/
√

2 are the charged weak boson

fields, θW = arctan (g′/g) is the weak angle, e = g sin θW is the positron electric

charge, qk is the charge of ψk in units of e, γ = A ≡ B cos θW + W 3 sin θW is the

photon field, Z ≡ −B sin θW + W 3 cos θW is the neutral weak boson field, and gkV ≡
t3L(k) − 2qksin2θW , g

k
A ≡ t3L are the vector and axial-vector couplings, where t3L(k)

is the weak isospin of fermion ψk (+1/2 for uk and νk; −1/2 for dk and `k).

The boson masses are (at tree level, i.e., to lowest order in perturbation theory),

MH = λv, (2.9a)

MW =
1

2
gv =

ev

2 sin θW
, (2.9b)

MZ =
1

2

√
g2 + g′2v =

MW

cosθW
, (2.9c)

Mγ = 0. (2.9d)

The first term in L contains the Yukawa couplings an gives rise to the fermion masses.

The second term represents the charged-current weak interactions. The third term

describes the electromagnetic interaction (QED) and the last term is the weak neutral-

current interaction.

2.3 The CKM Matrix

Within the Standard Model, CP symmetry is broken by complex phases in the Yukawa

couplings (that is, the couplings of the Higgs scalar to quarks). When all manipulations

to remove unphysical phases in this model are exhausted, one finds that there is a single

CP-violating parameter [29]. In the basis of mass eigenstates, this single phase appears

in the 3× 3 unitary matrix that gives the W -boson couplings to an up-type antiquark

and a down-type quark. (If the Standard Model is supplemented with Majorana mass

terms for the neutrinos, the analogous mixing matrix for leptons has three CP-violating

phases.) The beautifully consistent and economical Standard-Model description of

CP violation in terms of Yukawa couplings, known as the Kobayashi-Maskawa (KM)

mechanism [29], agrees with all measurements to date. Furthermore, one can fit the

data allowing new physics contributions to loop processes to compete with, or even
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dominate over, the Standard Model ones [30, 31]. Such an analysis provides a model-

independent proof that the KM phase is different from zero, and that the matrix of

three-generation quark mixing is the dominant source of CP violation in meson decays.

The masses and mixing of quarks have a common origin in SM. They arise from

the Yukawa interactions of the Higgs condensate with the fermions,

LY = −Y d
ijQ
′i
Lφd

′j
R − Y u

ijQ
′i
Lεφ

∗u′jR + h.c., (2.10)

where Y u,d are 3×3 complex matrices, φ is the Higgs field, i, j are the generation labels,

and ε is the 2×2 unitary antisymmetric tensor. QL are the left-handed quark doublets

and d′R and u′R are the right-handed down- and up-type quark singlets respectively, in

the weak interaction eigenstate basis. When φ acquires a vacuum expectation value,

Equation 2.3 yields mass terms for the quarks. The physical states are obtained by

diagonalizing Y u,d by four unitary matrices, V u,d
L,R as Mdiag = V f

L Y
fV f†

R (v/
√

2), f =

u, d. As a result, the charged-current interactions couple to the physical uiL and djL

with couplings given by

−g√
2

(uL, cL, tL)γµW+
µ VCKM




dL
sL
bL


+ h.c., VCKM =




Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


 . (2.11)

This Cabibbo-Kobayashi-Maskawa matrix (CKM) is a 3×3 complex unitary matrix.

It can be parametrized by three mixing angles and a CP violating phase. The standard

convention to parametrize it is

VCKM =




c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13


 , (2.12)

where cij = cos θij , sij = sin θij , and δ is the phase responsible of all CP -violating

phenomena in flavor-changing processes in the SM. All angles can be chosen to lie in

the first quadrant, so sij , cij ≥ 0

It is known experimentally that s13 � s23 � s12 � 1. It is convenient to exhibit
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this hierarchy using the Wolfenstein parametrization [1, 32, 33],

s12 = λ =
|Vus|√

|Vud|2 + |Vus|2
, (2.13a)

s23 = Aλ2 = λ

∣∣∣∣
Vcb
Vus

∣∣∣∣ (2.13b)

s13e
iδ = Aλ3(ρ+ iη) =

Aλ3(ρ+ iη)
√

1−A2λ4

√
1− λ2[1−A2λ4(ρ+ iη)]

= V ∗ub. (2.13c)

It is useful to see VCKM written up to sixth order in λ,

VCKM = 


1− 1
2λ

2 − 1
8λ

4 λ Aλ3z

−λ+ 1
2A

2λ5[1− 2z] 1− 1
2λ

2 − 1
8λ

4(1 + 4A2) Aλ2

Aλ3[(1− (1− 1
2λ

2)z] −Aλ2 + 1
2Aλ

4[1− 2z] 1− 1
2A

2λ4




+O(λ6), (2.14)

where z = ρ+ iη.

Re

Im

(ρ,η)

0 1

γ

α

β

R R tu

Figure 2.1: Sketch of the unitary triangle, Ru and Rt can be replaced by any
∣∣∣VuiV

∗
uj

VciV ∗
cj

∣∣∣
and

∣∣∣ VtiV
∗
tj

VciV ∗
cj

∣∣∣ (i, j = d, s, t; i 6= j), respectively.

The CKM matrix is unitary, this imposes

∑

i

VijV
∗
ik =

∑

i

VjiV
∗
ki = δjk. (2.15)

The six vanishing combinations can be represented as triangles in a complex plane, as

shown in Figure 2.1. The area of all triangles is the same, half of the Jarlskog invariant
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Matrix Element Experimental World Average

|Vud| 0.97425± 0.00022

|Vus| 0.2252± 0.0009

|Vcd| 0.230± 0.011

|Vcs| 1.006± 0.023

|Vcb| 0.0409± 0.0011

|Vub| 0.00415± 0.00049

|Vtd| 0.0084± 0.0006

|Vts| 0.0429± 0.0026

|Vtb| 0.89± 0.07

Table 2.2: World average absolute values of the CKM matrix elements, taken from [1].

J , which is a measure of CP violation independent of the phase convention. Jarlskog

invariant is defined by

J
∑

m,n

εikmεjln = Im[VijVklV
∗
ilV
∗
kj ]. (2.16)

When CP is violated J is different from zero and can be related to the single CP -

violating parameter. In the Wolfenstein parametrization, J ' λ6A2η.

In the B0
s −B

0
s system, the relevant unitary triangle is

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0. (2.17)

Experimental measurements of the absolute values of the CKM matrix elements are

listed in Table 2.2

For each unitary triangle represented in Figure 2.1 the angles can be defined as:

αij = arg

(
VtiV

∗
tj

VuiV ∗uj

)
, (2.18a)

βij = arg

(
VciV

∗
cj

VtiV ∗tj

)
, (2.18b)

γij = arg

(
VuiV

∗
uj

VciV ∗cj

)
. (2.18c)
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2. THEORETICAL FRAMEWORK

Since CP violation involves phases of CKM elements, many measurements of CP -

violating observables can be used to constrain the angles and the ρ, η parameters. In

fact, there is an over constrain given by all these measurements, and then can be used

to test the CKM mechanism in SM, and improve the determination of the CKM matrix

elements.

In particular, measurements of CP violation in B0 meson decays provide direct

information of the unitary triangle defined in Equation 2.3 with angles:

α = φ2 = arg

(
VtdV

∗
tb

VudV
∗
ub

)
, (2.19a)

β = φ1 = arg

(
VcdV

∗
cb

VtdV
∗
tb

)
, (2.19b)

γ = φ3 = arg

(
VudV

∗
ub

VcdV
∗
cb

)
. (2.19c)

The experimental world average of these three angles are

sin 2β = 0.679± 0.020, (2.20a)

α = (89.0+4.4
−4.2)◦, (2.20b)

γ = (68+10
−11)◦. (2.20c)

The CKM matrix elements can be most precisely determined by a global fit that uses

all amiable measurementts and imposes the three generation unitarity. The fit must

also use theoretical predictions for hadronic matrix elements, which sometimes have

significant uncertainties. There are several approaches to combine experimental data.

CKMfitter and References [36] use frequentist statistics, while UTfit uses a Bayesian

approach. Both approaches provide consistent results. The constraints implied by the

unitarity of the three generation CKM matrix significantly reduce the allowed range of

some of the CKM matrix elements. The fit for the Wolfenstein parameters defined in

Equations 2.13 gives [1]

λ = 0.22535± 0.00065, (2.21a)

A = 0.811+0.022
−0.012, (2.21b)

ρ = 0.131+0.026
−0.013, (2.21c)

η = 0.3450.013
−0.014. (2.21d)
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2.4 CP violation in Meson Decays
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Figure 2.2: Constraints on the ρ, η plane [1]. The shaded areas have 95% C.L.

The fit results [1] for the magnitudes of all nine CKM matrix elements are

VCKM =




0.97427± 0.00015 0.22534± 0.00065 0.00351+0.00015
−0.00014

0.22520± 0.00065 0.97344± 0.00016 0.0412+0.0011
−0.0005

0.00867+0.00029
−0.00031 0.0404+0.0011

−0.0005 0.999146+0.000021
−0.000046


 , (2.22)

and the Jarlskog invariant is J = (2.96+0.20
−0.16)× 10−5. Constrains on the ρ, η plane from

various measurements and the global fit result are shown in Figure 2.2. The latest fit

results for the parameter in Equations 2.21 can be found at References [37, 38].

2.4 CP violation in Meson Decays

The CP transformation is a combination of two discrete transformations, charge conju-

gation, C, and parity transformation P . Under charge conjugation fields representing

particles and antiparticles are interchanged, by conjugation of all internal quantum
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2. THEORETICAL FRAMEWORK

numbers,

C(a|ψ(~x)〉) = a∗|ψ̄(~x)〉. (2.23)

Under parity transformation, the handedness of the space is reversed, ~x→ −~x,

P |ψ(~x)〉 = |ψ̄(−~x)〉. (2.24)

If CP were an exact symmetry, the interactions of nature would be the same for

matter and antimatter when space is reversed. It is observed in many experiments that

C and P are symmetric in a wide variety of phenomena, and therefore they are also CP -

symmetric. In particular, these symmetries are respected by gravity, electromagnetism

and strong interactions. However, weak interactions violate C and P very drastically.

The charged W bosons couple to left-handed electrons and right-handed positrons, but

neither to right-handed electrons nor left-handed positrons. While C and P symmetries

are violated separately by weak interactions, CP symmetry is preserved by most weak

interaction processes.

The CP symmetry is, however, violated in some not so usual processes. In 1964

it was discovered that in neutral K decays there is an asymmetry among matter and

antimatter [22]. The first evident of direct CP violation appeared on 1988 [39]. Since

then, a number of CP -violating phenomena have appeared in different pseudoscalar

meson systems. CP violation has a larger effect on B mesons than in K mesons.

Recently CP violations has been observed in D meson [40–42]. Until now, there is no

evidence of CP violation in the lepton sector.

The phenomenology of CP violation is superficially different in K,D,B, and B0
s

decays. This is primarily because each of these systems is governed by a different bal-

ance between decay rates, oscillations, and lifetime splitting. However, the underlying

mechanisms of CP violation are identical for all pseudoscalar mesons.

Here it is described the general formalism for, and classification of, CP violation

meson M that might be a charged or neutral K,D,B or B0
s meson.
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2.4 CP violation in Meson Decays

Quantity
Type of CP

Decay
Violation

|ε| = (2.228± 0.011)× 10−3 Indirect
K → ππ,K → π`ν,

KL → π+π−e+e−

Re(ε′/ε) = (1.65± 0.26)× 10−3 Direct K → ππ

SψK0 = +0.679± 0.020 Interference B0 → ψK0

Sη′K0 = +0.59± 0.07

Interference
modes related to

b→ qqs

SφK0 == +0.74+0.11
−0.13

Sf0K0 = +0.69+0.10
−0.12

SK+K−K0 = +0.68+0.09
−0.10

Sπ+π− = −0.65± 0.07 Interference B0 → π+π−

Cπ+π− = −0.36± 0.06 Direct B0 → π+π−

Sψπ0 = −0.93± 0.15

Interference
modes related to

b→ ccd
SD+D− = −0.98± 0.17

SD∗+D∗− = −0.77± 0.10

AK±π± = −0.087± 0.008 Direct B
0 → K−π+

AD+K± = +0.19± 0.03 Direct B± → D+K
±

Table 2.3: Observables where it has been measured CP violation at level above 5σ.

2.4.1 Charged- and neutral-meson decays

The decay amplitudes of M and its CP conjugate M to a multiparticle final state f

and its CP conjugate f are defined as

Af = 〈f |e−iH t|M〉, (2.25a)

Af = 〈f |e−iH t|M〉, (2.25b)

Af = 〈f |e−iH t|M〉, (2.25c)

Af = 〈f |e−iH t|M〉, (2.25d)
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2. THEORETICAL FRAMEWORK

where H is the hamiltonian governing the time evolution. It can be shown [43] that,

at sufficiently short times, Equations 2.25 can be approximated as

Af = 〈f |H |M〉, (2.26a)

Af = 〈f |H |M〉, (2.26b)

Af = 〈f |H |M〉, (2.26c)

Af = 〈f |H |M〉, (2.26d)

The action of the CP operator on these states introduces phases ξM and ξf that depend

on their flavor content, according to

CP |M〉 = e+ξM |M〉, (2.27a)

CP |M〉 = e−ξM |M〉, (2.27b)

CP |f〉 = e+ξf |f〉, (2.27c)

CP |f〉 = e−ξf |f〉, (2.27d)

so that (CP )2 = 1. The phases ξM and ξf are unphysical because of the flavor symmetry

of the strong interaction. If the CP symmetry is conserved by the dynamics, i.e.,

[CP,H ] = 0, (2.28)

then Af and Af have the same magnitude and an arbitrary unphysical phase

Af = ei(ξf−ξM )Af . (2.29)

2.4.2 Neutral-meson mixing

If we have a initial state is a superposition of M0 and M
0
, say

|M(0)〉 = a(0)|M0〉+ b(0)|M0〉, (2.30)

this state will evolve in time acquiring components that describe all possible decay final

states {f1, f2, . . . }, that is,

|M(t)〉 = a(t)|M0〉+ b(t)|M0〉+ c1(t)|f1〉+ c2(t)|f2〉+ . . . . (2.31)
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2.4 CP violation in Meson Decays

In the case that we are only interested in the mixing phenomena, i.e., in computing

only the values of a(t) and b(t) but not the terms related to decay final states, ci(t) =

〈fi|e−iH t|M0〉; and if the times t in which we are interested are much larger than the

typical strong interaction time scale, then we can use the simplified Wigner-Weisskopf

formalism [44, 45]. The simplified time evolution is determined by a 2 × 2 effective

hamiltonian, H, that is not Hermitian, since otherwise the mesons would only oscillate

and not decay. Any complex matrix, such as H, can be written in terms of hermitian

matrices M and Γ as

H = M− i

2
Γ. (2.32)

The matrices M and Γ are associated with (M0,M
0
)↔ (M0,M

0
) transitions via off-

shell (dispersive) and on-shell (absorptive) intermediate states, respectively. Diagonal

elements of H are associated with flavor-conservating transitions M0 →M0 and M
0 →

M
0
, while off-diagonal elements are associated with flavor-changing transitions M0 ←→

M
0
.

The eigenvectors of H have well defined masses and decay widths. To specify the

components of the strong interaction eigenstates, M0 and M
0
, in the light (ML) and

heavy (MH) mass eigenstates three parameters are introduced, p, q, z. The z parameter

is introduced for the case that CP and CPT symmetries are both violated in mixing.

The mass eigenstates are then defined as

|ML〉 =
1

Z

(
p
√

1− z)|M0〉+ q
√

1 + z)|M0〉
)
, (2.33a)

|MH〉 =
1

Z

(
p
√

1 + z)|M0〉 − q
√

1− z)|M0〉
)
, (2.33b)

where Z = |p|2
√

(1− z)(1− z) + |q|2
√

(1 + z)(1 + z).

The real and imaginary parts of the eigenvalues ωL,H corresponding to |ML,H〉
represent their masses and decay rates, respectively. The masses and width differences

are

∆m ≡ mH −mL = Re(ωH − ωL), (2.34a)

∆Γ ≡ ΓH − ΓL = Im(ωH − ωL). (2.34b)

In this way, ∆m is defined to be positive, while the sign of ∆Γ has to be experimentally

determined. The sign of ∆Γ has not yet been determined for B0 mesons, while ∆Γ < 0
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2. THEORETICAL FRAMEWORK

for K and B0
s mesons [46]and ∆Γ > 0 is established for D mesons [23]. The SM predicts

∆Γ < 0 also for B0 mesons.

Solving the eigenvalue problem for H yields

ωH = M11 + M22 −
i

2
(Γ11 + Γ22) +

√(
M12 −

i

2
Γ12

)(
M∗

12 −
i

2
Γ∗12

)
+

1

4
(δm− i

2
δΓ),

(2.35a)

ωL = M11 + M22 −
i

2
(Γ11 + Γ22) +

√(
M12 −

i

2
Γ12

)(
M∗

12 −
i

2
Γ∗12

)
+

1

4
(δm− i

2
δΓ),

(2.35b)

(
q

p

)2

=
M∗

12 − (i/2)Γ∗12

M12 − (i/2)Γ12
, (2.36)

and

z =
δm− (i/2)δΓ

∆m− (i/2)∆Γ
, (2.37)

where

δm ≡ M11 −M22, (2.38a)

δΓ ≡ Γ11 − Γ22, (2.38b)

are the difference in effective mass and decay-rate expectation values for the strong

interaction states M0 and M
0
.

If either CP or CPT is a symmetry of H (independently of whether T symmetry

is violated or not), then the values of δm and δΓ are both zero, and hence z = 0 Also,

the difference of the eigenvalues becomes

ωH − ωL = 2

√(
M12 −

i

2
Γ12

)(
M∗

12 −
i

2
Γ∗12

)
. (2.39)

If either CP or T is a symmetry of H (independently of whether CPT symmetry is

violated or not), then Γ12/M12 is real, leading to
(
q

p

)2

= e2iξM ⇒
∣∣∣∣
q

p

∣∣∣∣ = 1, (2.40)
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2.4 CP violation in Meson Decays

If, and only if, CP is a symmetry of H (independently of CPT and T ), then both of

the above conditions are hold, with the result that the mass eigenstates are orthogonal

〈MH |ML〉 = |p|2 − |q|2 = 0. (2.41)

2.4.3 CP -violating observables

All CP -violating observables in M and M decays to final states f and f can be ex-

pressed in terms of phase-convention-independent combinations of Af , Af , Af and Af ,

together with, for neutral mesons only, q/p. CP violation in charged-meson decays

depends only in the combination |Af/Af |, while CP violation in neutral-meson decays

is complicated by M ←→M
0

oscillations, and depends, additionally, on |q/p| and on

λf ≡
q

p

Af
Af

. (2.42)

The decay rates of the two neutral K mass eigenstates, KS and KL, are different

enough (ΓS/ΓL ∼ 500) that the decays can, in most cases, actually be studied inde-

pendently. However, in the case of the B0
s system, as well as in the D and B0 mesons,

it makes sense to define an average decay width

Γ =
ΓH + ΓL

2
, (2.43)

and it is expected that ∆Γ/Γ is having relatively small values, so both eigenstates must

be considered in their evolution. Let us denote the state of an initially pure |M0〉 or

|M0〉 after an elapsed proper time t as |M0
phys(t)〉 or |M0

phys(t)〉, respectively. Using the

effective Hamiltonian approximation, but not assuming CPT is a good symmetry, the

evaluated states are

|M0
phys(t)〉 = (g+(t) + zg−(t))|M0〉 −

√
1− z2

q

p
g−(t)|M0〉, (2.44a)

|M0
phys(t)〉 = (g+(t)− zg−(t))|M0〉 −

√
1− z2

p

q
g−(t)|M0〉, (2.44b)

where

g±(t) ≡ 1

2

(
e−(imH+ΓH/2)t ± e−(imL+ΓL/2)t

)
. (2.45)
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The obtained decay rates are:

eΓt

Nf

dΓ[M0
phys(t)→ f ]

dt
=

(
|Af |2|1 + z|2 +

∣∣∣∣
q

p

∣∣∣∣
2

|Af |2|1− z2|
)

cosh (∆Γt/2) +

(
|Af |2|1 + z|2 −

∣∣∣∣
q

p

∣∣∣∣
2

|Af |2|1− z2|
)

cos (∆mt) +

2Re

[
q

p
A∗fAf (1 + z∗)

√
1− z2

]
sinh (∆Γt/2)−

2Im

[
q

p
A∗fAf (1 + z∗)

√
1− z2

]
sin (∆mt), (2.46a)

eΓt

Nf

dΓ[M
0
phys(t)→ f ]

dt
=

(∣∣∣∣
q

p

∣∣∣∣
2

|Af |2|1− z|2 + |Af |2|1− z2|
)

cosh (∆Γt/2)−
(∣∣∣∣
p

q

∣∣∣∣
2

|Af |2|1− z|2 − |Af |2|1− z2|
)

cos (∆mt) +

2Re

[
p

q
AfA

∗
f (1− z∗)

√
1− z2

]
sinh (∆Γt/2)−

2Im

[
p

q
AfA

∗
f (1− z∗)

√
1− z2

]
sin (∆mt) (2.46b)

If CPT invariance is assumed, z = 0, then the expressions are reduced to

eΓt

Nf

dΓ[M0
phys(t)→ f ]

dt
=

(
|Af |2 +

∣∣∣∣
q

p

∣∣∣∣
2

|Af |2
)

cosh (∆Γt/2) +

(
|Af |2 −

∣∣∣∣
q

p

∣∣∣∣
2

|Af |2
)

cos (∆mt) +

2Re

[
q

p
A∗fAf

]
sinh (∆Γt/2)− 2Im

[
q

p
A∗fAf

]
sin (∆mt),

(2.47a)
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and

eΓt

Nf

dΓ[M
0
phys(t)→ f ]

dt
=

(∣∣∣∣
q

p

∣∣∣∣
2

|Af |2 + |Af |2
)

cosh (∆Γt/2)−
(∣∣∣∣
p

q

∣∣∣∣
2

|Af |2 − |Af |2
)

cos (∆mt) +

2Re

[
p

q
AfA

∗
f

]
sinh (∆Γt/2)− 2Im

[
p

q
AfA

∗
f

]
sin (∆mt)

(2.47b)

Nf is a common, time-independent, normalization factor. Decay rates for the CP

conjugate final state f are obtained analogously with substitutions

Nf → Nf , Af → Af , Af → Af ,

Terms proportional to |Af |2 or |Af |2 are associates with direct decays with no net

M0 ←→M
0

oscillations. Terms proportional to |(q/p)Af |2 or |(p/q)Af |2 are associated

to decays following a net oscillation. Terms proportional to the real or imaginary part

of (q/p)A∗fAf or (p/q)AfA
∗
f are associated to the interference of these two cases.

2.4.4 Classification of CP -violating effects

Assuming that CPT is a symmetry, as has to be for any theory that preserves Lorenz

invariance, three types of CP -violating effects can be distinguished in meson decays:

i. Direct CP violation in charged-meson decays, where mixing effects are absent. The

only possible source of CP violations is that the decay amplitudes are different in

magnitude ∣∣∣∣∣
Af
Af

∣∣∣∣∣ 6= 1, (2.48)

leading to the asymmetries

Af± ≡
Γ(M− → f−)− Γ(M+ → f+)

Γ(M− → f−) + Γ(M+ → f+)
=
|Af |2 − |Af |2

|Af |2 + |Af |2
. (2.49)
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ii. CP violation in mixing of neutral mesons. If p and q do not have the same absolute

value, ∣∣∣∣
q

p

∣∣∣∣ 6= 1, (2.50)

then the charged-current neutral meson decays M → `+X and M → `−X1 do

not have the same decay amplitude. In these decays, this is the only source of

CP violation, and can be measured via the asymmetry of the “wrong-sign” decays

induced by oscillations,

ASL ≡ d[M
0
(t)→ `+X]/dt− d[M0(t)→ `−X]/dt

d[M
0
(t)→ `+X]/dt+ d[M0(t)→ `−X]/dt

=
|p|4 − |q|4
|p|4 + |q|4 . (2.51)

It is worth to note that the semi-leptonic asymmetry of time dependent decay rates

is actually time-independent.

iii. CP violation in interference between a decay without mixing, M0 → f , and a decay

with mixing, M0 → M
0 → f . This effect only occurs in decays to a final states

that are common to M0 and M
0
, includingfi all CP eigenstates. Such interference

can lead to a CP violation effect observed, for example, using the asymmetry of

neutral meson decays into final CP eigenstates fCP ,

AfCP (t) ≡ d[M
0
(t)→ fCP ]/dt− d[M0(t)→ fCP ]/dt

d[M
0
(t)→ fCP ]/dt+ d[M0(t)→ fCP ]/dt

∝
[(∣∣∣∣

q

p

∣∣∣∣
2

+ 1

)
cos (∆mt)−

(∣∣∣∣
q

p

∣∣∣∣
2

− 1

)
cosh (

∆Γt

2
)

]
(
1− |λf |2

)

+2 sinh (
∆Γt

2
)Re

[∣∣∣∣
q

p

∣∣∣∣
2

λf − λ∗f

]

−2 sin (∆mt)Im

[∣∣∣∣
q

p

∣∣∣∣
2

λf − λ∗f

]
, (2.52)

where,

λf ≡
q

p

AfCP
AfCP

. (2.53)

1This is the case in the Standard Model, and in most of the extensions, to the lowest order in GF ,
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This expression only vanishes if |q/p| = 1, |AfCP | = |AfCP | and

Im[λf ] = 0. (2.54)

This is the kind of CP violation expected in the B0
s −B

0
s system.

2.5 Decay Rates and Effective Field Theories

The decay rate or decay width1 of a b hadron Hb with momentum P into some final

state f of n particles, or the probability of transition per unit of time from the hadron

Hb to the final satte f is computed as

Γ(Hb → f) = Sf
(2π)4

2E(P)

∫
δ4
(
P −

∑
i
ki

)
|Mf (P ; ki)|2

n∏

j=1

d3kj
(2π)32Ej(kj)

, (2.55)

where Ei(ki)
2 = k2

i + m2
i , mi is the mass of the i-th particle, Mf (P ; ki) is the invari-

ant amplitude of the decay, and Sf is a combinatorial factor to account for identical

configurations in the final state f .

The confinement of quarks and gluons occur on a length scale Rhad ∼ 1/ΛQCD ∼
1 fm, which determines the size of hadrons. The parameter ΛQCD (≈ 200−400 MeV) is

a fundamental quantity in Quantum Chromodynamics, QCD, that sets the scale for the

running coupling constant. For energies lower than ΛQCD the strong coupling constant

is large, and a perturbative development of the physical quantities is not possible. On

the other hand, when two quarks are very close (� 1/ΛQCD), the coupling constant is

small (asymptotic freedom), and a perturbative approach is feasible. The asymptotic

freedom allows us to write the decay amplitude as an operator product expansion (OPE),

Mf = −4GF√
2

∑

j

|KM |2jCj(µ)〈f |Oj(µ)|B〉
[
1 + O

(
m2
b

M2
W

)]
, (2.56)

where µ is a renormalization scale, mb the mass of the b quark, mW the mass of the

W boson, and |KM |2j are appropriate products of the corresponding CKM elements

(for example, VcbV
∗
cs in b → ccs decays). Physics from distances shorter than µ−1 is

1The decay rate, or width, to a final state f is the probability per unit time that the particle will

decay to the state f .
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contained in the Wilson coefficients Cj (dependence on the top mass, MW , etc.), that

are universal since they do not depend on the final state f . On the other hand, the

hadronic matrix elements 〈f |Oj(µ)|B〉 account for phenomena occurring at distances

longer than µ−1 (e.g. dependence on ΛQCD), and are usually evaluated using non-

perturbative methods such as Lattice QCD (LQCD) or QCD Sum Rules (QCDSR).

Therefore, at a scale of order mb and up to corrections of order m2
b/M

2
W , an effective

Hamiltonian can be written, where the WIlson coefficients, Cj , are interpreted as effec-

tive coupling constants and the operators, Oj , are taken as the corresponding vertices:

Heff =
4GF√

2

∑

j

|KM |2jCjOj + h.c. (2.57)

The coupling constants, Cj , can be calculated perturbatively to include hard QCD

effects. A list of Oj operators in the SM and extensions of the SM as well as numerical

values of Cj , including their renormalization group evolution, can be found in Refs. [47–

49].

2.6 Heavy quark symmetry

Once the short-distance physics has been separated from the long-distance physics,

the latter can be simplified taking advantage of approximate symmetries, which imply

non-trivial relations between observables. A heavy quark is by definition a quark with

a mass much larger than ΛQCD (mQ � ΛQCD): in the SM u, d, s are light quarks,

whereas c, b and t are heavy quarks. For heavy quarks, the theory allows a perturba-

tive description of the strong interactions. On the other hand, systems with a heavy

quark and other light quarks are more complicated. Fortunately, the typical momenta

exchanged between heavy and light quarks is of the order ΛQCD, that is not enough to

resolve the quantum numbers of the heavy quark, such as flavor (mass) and spin orien-

tation of the heavy quark [50]. Therefore, light quarks only experience the heavy quark

color field, and in the rest frame of the heavy quark, the spin interaction decouples

(vanish in the limit mQ → ∞). Also, as mQ → ∞, the heavy quark and the hadron

have the same velocity (0 in the rest frame), and in this limit the solution of the field
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equations of QCD and the configuration of the light constituents are independent of

mQ.

In addition, in the limit mQ → ∞, hadrons which differ only in the flavor or

spin of the heavy quark have the same configuration of the light degrees of freedom.

This provides relations between the properties of hadrons containing heavy quarks, plus

corrections due to finite heavy quark masses. These relations are encoded in a SU(2Nh)

spin-flavor symmetry group (Nh the number of heavy-quarks flavors), called heavy

quark symmetry (HQS) under which the effective strong interactions are invariant.1

2.7 Heavy quark effective theory

It is useful to write a theory where the effects of the heavy quarks become irrelevant

at low energies (similarly to the Fermi theory, where the effects of the W and Z are

disregarded), where the HQS breaking corrections are developed in a systematic and

consistent way in powers of 1/mQ. Short distance effects (hard gluons) can be incor-

porated in this effective theory using renormalization group techniques in the form of

Wilson coefficients (see section 2.5). Such simplified description is provided by the

heavy quark effective theory (HQET), or Heavy Quark Expanssion (HQE), where a

heavy quark interacts with light quarks by the exchange of soft gluons (virtual mo-

menta are small, of the order of ΛQCD). In this framework, heavy particle fields are

“integrated out”, leaving a non-local effective action that can be expanded in an OPE

in powers of 1/mQ.

The are many good reviews of HQET [51–54]. Here is mainly followed [50, 55].

Firstly, we observe that the propagator of a heavy quark can be expanded as follows:

i

6p−mQ
=

i

v · k
1+ 6v

2
+ ... , (2.58)

where pµQ = mQv
µ + kµ, v is the quark velocity (very close to the hadron’s velocity)

and k ∼ ΛQCD � mQ is the residual momentum. As mQ → ∞, heavy quark flavor

1An analogy of the flavor symmetry is the fact that different isotopes have similar chemistry, since

the wave function of the electrons are almost independent of the heavy nucleus. Similarly, the spin

symmetry resembles the degeneration of the hyperfine levels in atoms.
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symmetry emerges. Also, the quark-gluon vertex appears between two propagators of

the form

P± =
1± 6v

2
. (2.59)

Spin symmetry emerges from the fact that P+γ
µP+ = vµP+ and P 2

+ = P+ (just one γ

matrix in the end). Therefore, it is convenient to write the heavy quark field Q(x) in

terms of velocity dependent fields and factorize mQ:

Q = e−imQv·x [hv(x) +Hv(x)] , (2.60)

where (
hv(x)
Hv(x)

)
= eimQv·xP±Q(x). (2.61)

After some calculations, the QCD Lagrangian for a heavy quark becomes

LQ = Q̄(i 6D −mQ)Q = h̄viv ·Dhv − H̄v(iv ·D + 2mQ)Hv + interaction terms, (2.62)

where Dµ = ∂µ − igsTaAµa , gs is the strong coupling constant and Ta are generators of

the SU(3) group. From this equation hv describes apparently a massless field, whereas

Hv “receives” twice the heavy quark mass. The HQET Lagrangian is constructed from

hv, eliminating Hv by using the equation of motion of Q, (i 6D −mQ)Q = 0, and then

looking for an effective Lagrangian that recovers the equation of motion for hv:

Leff = h̄viv ·Dhv + h̄vi 6D⊥
1

2mQ + iv ·Di 6D⊥hv, (2.63)

where Dµ
⊥ = Dµ − vµv · D. Each derivative in the second term of Eq. 2.63 produces

powers of k (� mQ). Therefore, this term can be expanded in powers of iD/mQ and

use the properties of the P+ operator to show that:

Leff = h̄viv ·Dhv +
1

2mQ
h̄v(i 6D⊥)2hv + Cmag(µ)

gs
4mQ

h̄vσµνG
µνhv + O(1/m2

Q), (2.64)

where [iDµ, iDν ] = igsG
µν is the gluon field strength tensor and σµν = i [γµ, γν ] /2.

Eq. 2.64 is the HQET effective Lagrangian. As expected, in the limit mQ →∞, where

only the first term remains, the heavy quark symmetry is recovered . The second term

describes the kinetic energy resulting from the residual motion of the heavy quark,

whereas the third term represents the chromomagnetic coupling of the heavy quark
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spin to the gluon field. They violate flavor and spin symmetry, respectively. The

coefficient of the chromomagnetic operator, Cmag(µ) = 1+O(αs), receives short distance

corrections which are treated perturbatively in powers of the strong coupling constant,

while the kinetic term is protected from quantum corrections by the Lorentz symmetry.

Finally, in the operators of the EW Lagrangian, the QCD field Q can be replaced

in terms of hv (using the equations of motion for hv and Hv, and Eq. 2.60) to develop

a series of higher-dimension operators that describe 1/mQ effects.

2.8 Heavy quark expansion and b hadron lifetimes

If the heavy hadron Hb has multiple decay modes (or branches) with different final

states, the total or inclusive decay rate, or decay width, of the particle is obtained

summing the decay rate of every branch,

Γ(Hb) =
∑

f

Γ(Hb → f). (2.65)

The branching ratio for each mode is given by

B(Hb → f) =
Γ(Hb → f)

Γ(Hb)
, (2.66)

and the inverse of Γ(Hb) measures the mean lifetime of the Hb particle1,

τ(Hb) =
1

Γ(Hb)
. (2.67)

To calculate the inclusive decay rate, the HQET technology developed in previous

sections can be used. This calculation relies on a hypothesis known as quark-hadron

duality: the sum over all possible exclusive final states, which is necessary to determine

the total lifetime, is equal to the sum over all possible final state quarks [56]. This

assumption eliminates bound-state effects related to the individual properties of indi-

vidual hadrons [50]. We use the optical theorem to relate the inclusive decay rate of a

heavy hadron Hb to the imaginary part of the forward matrix element of the transition

operator [57]:

Γ(Hb) =
1

2mHb

〈Hb| Im i

∫
d4xT{Leff(x),Leff(0)} |Hb〉, (2.68)

1 The lifetime depends on the Lorentz frame in which it is measured. In this work, we always

measure lifetimes in the Hb rest frame.
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where Leff is the effective ∆B = 1 Lagrangian in the Fermi theory,

Leff = −2
√

2GFVcb
∑

d′=d,s;u′=u,c

V ∗u′d′
[
C1(µ)Qu

′d′
1 (µ) + C2(µ)Qu

′d′
2 (µ)

]
+ h.c., (2.69)

and Q1 and Q2 are four-quark operators given by

Qu
′d′

1 (µ) = d̄′Lγµu
′
Lc̄Lγ

µbL, Qu
′d′

2 (µ) = c̄Lγµu
′
Ld̄
′
Lγ

µbL. (2.70)

If we construct an OPE for these operators, the decay rate is given by [47]

Γ(Hb) =
∑

k

Ck(µ)

2mk
b

〈O∆B=0
k (µ)〉

=
G2
Fm

5
b

192π3

{
C0〈b̄b〉 + C2

〈b̄gsσµνGµνb〉
m2
b

+16π2

∑
iC

i
3〈(q̄iΓiqi)(b̄Γ′ib)〉

m3
b

+ ...

}
, (2.71)

where 〈O〉 ≡ 〈Hb|O|Hb〉/2mHb , qi stands for light quarks (u,d,s), and Γi, Γ′i denote spin

and color structures of the four-quark operators. In the limit mQ → ∞, we recover

the parton decay (〈b̄b〉 → 1, see Eq. 2.72), where the b quark decays weakly without

feeling the light (spectator) quarks or gluons inside the hadron. The second term in

the last expression of Eq. 2.71 describes the effect of the gluon field on the heavy quark

through the chromomagnetic part of the gluon field. Hence, it depends on the spin of

the heavy quark but not in the flavor of the light quarks. The third term finally gives

an explicit dependence on the light quarks, and so on.

To evaluate the first (leading operator) and second (first correction) terms in Eq. 2.71,

the matrix elements are expanded in powers of 1/mb using HQET techniques (bv fields,

etc.). Then:

〈b̄b〉 = 1− µ2
π(Hb)− µ2

G(Hb)

2m2
b

+ O(1/m3
b), (2.72)

〈b̄gsσµνGµνb〉 = 2µ2
G(Hb) + O(1/mb), (2.73)

where

µ2
π(Hb) =

1

2mHb

〈Hv(v)|b̄v(i ~D)2bv|Hb(v)〉, (2.74)

µ2
G(Hb) =

1

2mHb

〈Hv(v)|b̄v
gs
2
σµνGµνbv)|Hb(v)〉. (2.75)
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To evaluate these HQET matrix elements, we use the spectroscopic formula for heavy

hadrons [50]:

mH = mQ + Λ̄ +
µ2
π(HQ)− µ2

G(HQ)

2mQ
+ ... , (2.76)

where Λ̄ is a parameter independent of the heavy quark mass and spin. Then, the

splitting between the ground-state pseudoscalar (J = 0) and vector (J = 1) b mesons

is:

µ2
G(B) =

3

4
(M2

B∗ −M2
B) ≈ 0.36 GeV2. (2.77)

The value µ2
π(B) has to be calculated in a non-perturbative framework, still constrained

to µ2
π(B) > µ2

G(B) [47]. It is useful to observe that the first and second matrix elements

are equivalent to the Lorentz factor γ−1 ≈ 1− ~p 2/2m2
b , which decreases (increases) the

decay width (lifetime) for a moving particle.

So, with HQET technology the decay rate of the b-mesons is calculated as an ex-

pansion of the heavy b-quark mass:

1

τ
= Γ = Γ0 +

Λ2

m2
b

Γ2 +
Λ3

m3
b

Γ3 + . . . , (2.78)

where Γ0 is interpreted as the decay rate of a free b-quark. The lifetime ratio of two

given heavy mesons is read as:

τ1

τ2
= 1 +

Λ3

m3
b

(Γ0
3 + Γ

(1)
3 + . . .) +

Λ4

m4
b

(Γ4 + . . .) + . . . . (2.79)

2.9 Bs
0 Lifetime

In the case of the B0
d and B0

s mesons, it is expected [58, 59]
∣∣∣∣∣
τB0

d

τB0
s

− 1

∣∣∣∣∣ < 0.01, (2.80)

where τ denotes the the average lifetime of the two mass eigenstates for each system.

The B0
s system is a combination of two mass eigenstates with two different masses,

ML and MH , and two different decay widths, ΓL and ΓH . For a decay into a final state

f it is set

Γf =

(
Γf,11 Γf,12

Γ∗f,12 Γf,22

)
. (2.81)
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If the initial state is not tagged and neglecting CP -violation, the decay rate to a final

mode f can be written as

PB0
s B̄

0
s→f (t)=

1

2
(e−ΓLt + e−ΓH t)(Γf,11 + Γf,22)− (e−ΓLt − e−ΓH t)Re Γf,12

=

(
1

2
(Γf,11 + Γf,22)− ReΓf,12

)
e−ΓLt +

(
1

2
(Γf,11 + Γf,22) + ReΓf,12

)
e−ΓH t

=ALe
−ΓLt +AHe

−ΓH t, (2.82)

where AL and AH are the amplitudes of the states BL and BH respectively. Theses

states are almost CP eigenstates. So, if the lifetime is measured experimentally with

only one exponential, then there is a dependence of the lifetime on the composition of

the final mode f [60],

τB0
s→f =

AL
1

Γ2
L

+AH
1

Γ2
H

AL
1

ΓL
+AH

1
ΓH

. (2.83)

In the case of semi-leptonic modes Γf,11 = Γf,22 = Γsl and Γf,12 = 0, so AL = AH , so

the result simplifies to

τB0
s→sl =

1

Γ

1 + (∆Γ
2Γ )2

1− (∆Γ
2Γ )2

, (2.84)

where Γ = (ΓL + ΓH)/2 and ∆Γ = ΓL−ΓH . So, should be noted that τB0
s→sl is always

larger than τB0
s

= 1/Γ. In the case of τB0
s

and τB0
d
, according to the results of the

quenched lattice-QCD calculation [61, 62], the ratio is restricted to

−0.0004 <
τB0

s

τB0
d

− 1 < 0. (2.85)

If we use equation 2.84 and inequality 2.85 we can conclude that

τB0
s→sl ' τB0

d

1 + (∆Γ
2Γ )2

1− (∆Γ
2Γ )2

. (2.86)

So, a high precision measurement of the B0
s lifetime, can be used to test these models.

The lifetime of the meson B0
d is known experimentally with a precision of better

than 1% [63]. The world average reported by the Particle Data Group [1, 2] is τB0
d

=

1.519± 0.007ps. On the experimental side, the B0
s lifetime is reported to be, using the
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flavor specific measurement, τB0
s

= 1.417± 0.042ps. With this two values, the lifetimes

ratio gives
τB0

s

τB0
d

= 0.933± 0.028, (2.87)

so, the experimentally measured lifetime ratio is smaller that expected when we compare

with eq. 2.85.
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3. Accelerator Machine

The Tevatron is a circular particle accelerator in the United States, at the Fermi

National Accelerator Laboratory (Fermilab), just east of Batavia, Illinois, and is the

second highest energy particle collider in the world after the Large Hadron Collider

(LHC). The Tevatron is a synchrotron that accelerates protons and antiprotons in a

6.28 km ring to energies of up to 1 TeV, hence its name.

The acceleration occurs in a number of stages. The first stage is the 750 keV

Cockcroft-Walton pre-accelerator, which ionizes hydrogen gas and accelerates the neg-

ative ions created using a positive voltage. The ions then pass into the 150 m long

linear accelerator (linac) which uses radio frequency cavities to accelerate the ions to

400 MeV. The ions then pass through a carbon foil, to remove the electrons, and the

charged protons then move into the Booster.

The Booster is a small circular synchrotron, around which the protons pass up to

20,000 times to attain an energy of around 8 GeV. From the Booster the particles pass

into the Main Injector, which perform a number of tasks. It can accelerate protons up

to 150 GeV; it can produce 120 GeV protons for antiproton creation; it can increase

antiproton energy to 120 GeV and it can inject protons or antiprotons into the Tevatron.

The antiprotons are created by the Antiproton Source. 120 GeV protons are collided

with a nickel target producing a range of particles including antiprotons which can be

collected and stored in the accumulator ring. The ring can then pass the antiprotons

to the Main Injector.

The Tevatron can accelerate particles from the Main Injector up to 980 GeV. The

protons and antiprotons are accelerated in opposite directions, crossing paths in the

CDF and DØ detectors to collide at 1.96 TeV. To hold the particles on track the

Tevatron uses 774 niobium-titanium superconducting dipole magnets cooled in liquid
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Figure 3.1: Fermilab accelerator chain

helium producing 4.2 T field. The field ramps over about 20 s as the particles are

accelerated. Another 240 NbTi quadrupole magnets are used to focus the beam. The

initial design luminosity of the Tevatron was 1030 cm−2 s−1, however the accelerator

has following upgrades been able to deliver luminosities up to 4× 1032 cm−2 s−1.

A detailed description of the accelerators found in the Fermilab complex is given in

the following sections.

3.1 Pre-accelerator

The Pre-accelerator, or Preacc, is really the first accelerator. It is the source of nega-

tively charged hydrogen ions accelerated by the linear accelerator. The Preacc consists

of the source housed in an electrically charged dome. The source converts hydrogen

gas to ionized hydrogen gas (H−). The dome is charged to a potential of -750 kV.

The ionized gas is allowed to accelerate though a column from the charged dome to
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the grounded wall to an energy of 750 KeV. The Preacc accelerates beam every 66

milliseconds (a 15 Hz repetition rate) whether beam is being requested or not. After

beam exits the accelerating column, it travels trough a transfer line called the 750 KeV

line (referring tho the transported beam’s kinetic energy) and then enters the Linac.

3.2 Linac

The Linear accelerator or Linac is the next level of acceleration for the negatively

charged hydrogen ions. It takes the ions with an energy of 750 KeV and accelerates

them to an energy of 400 MeV. The Linac consists of two main sections, the low energy

drift tube Linac and the high-energy side coupled cavity Linac. The drift tube Linac

(DTL) makes up the first five radio frequency (RF) stations. A large power amplifier

tube (PA) powers each drift tube. These tubes amplify the 201 MHz RF signal used

to drive the low energy cavities and accelerate the beam. The last 7 RF stations use

Klystron amplifiers instead of the outdated tube technology of the low energy end. The

Klystron amplify an 850 MHz RF signal that is then fed into a series of side coupled

cavity Linac (SCL) modules. The difference in these two resonating frequencies is a

result of the differences in geometry between the DTL cavities and the SCL modules. In

the DTL, every RF cycle is used to accelerate beam; in the SCL, only every fourth cycle

is used (805 MHz = 4× 201 MHz). Between the low energy DTL and the high energy

SCL there is a “transition section”, made up of the bunchier and the vernier. These two

additional Klystron stations are used to ease the change in accelerating structure and

RF frequency and improve the efficiency of the transfer. The Linac can accelerate beam

once every 66 milliseconds (a 15Hz repetition rate). Beam in the DTL is focused by

means of quadrupole magnets located inside the drift tubes, which in turn are located

inside the RF cavities. The beam traveling through the SCL is focused by quadrupoles

placed between the accelerating modules ( outside of the accelerating cavities). After

beam is accelerated in the Linac, the 400 MeV H− ions are sent to the 400 MeV line,

a transfer line which connects the Linac to the Booster.
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Figure 3.2: Detailed schematic of the accelerators in the Fermilab complex.

3.3 Booster

Booster is the next level of acceleration. It takes the 400 MeV negative hydrogen

ions from the Linac and strips the electrons off, which leaves only the proton, and

accelerating the protons to 8 GeV. The Booster is the first circular accelerator, or

synchrotron, in the chain of accelerators. It consists of a series of magnets arranged

around a 75 meter radius circle, with 19 RF cavities interspersed. The accelerated

proton beam in the Booster is then sent to the MI-8 line (a transfer line from the

Booster to the Main Injector). Booster can accelerate beam once every 66 milliseconds

(15 Hz).
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3.4 Main Injector

The Main Injector (MI) is a circular synchrotron seven times the circumference of the

Booster and slightly more than half the circumference of the Tevatron. The ring is

divided up into 6 sections, or sectors, labeled MI-10 trough MI-60. MI-60 is the region

adjacent to the Tevatron. Main Injector has 18 accelerating cavities. It can accelerate

8 GeV protons from the Booster to either 120 GeV or 150 GeV, depending on their

destination. When used to stack antiprotons the final energy is 120 GeV. When used to

inject into the Tevatron, the final beam energy is 150 GeV. As well as accepting protons

from Booster, the Main Injector can accept antiprotons from the Antiproton Source.

The Main Injector can accelerate beam as fast as every 2.2 seconds. The Main Injector

can operate in different modes, the most important for colliding beams at Tevatron are:

• Antiproton Production

The most commonly used method is where two Booster batches are injected into

the Main Injector and then “slipped” together. This method is called “slip-

stacking”, as the first injected batch is slowed down using the RF, and the second

batch is injected and as it slips by the first batch they are merged together into

one.

• Shot Setup

This mode relates to the act of extracting antiprotons from the Recycler, com-

monly referred as a shot. Shot setup is the time before actually transferring the

antiprotons when the various transfer lines are tuned up with protons to ensure

efficient antiproton transmission. When loading the Tevatron with protons, 7

bunches are injected from booster and accelerated to 150 GeV. A process called

coalescing makes one bunch out of the 7 originals, and this coalesced bunch is

extracted at MI-52 and travels down the P1 line and into the Tevatron. By re-

peating this process 36 times in a row you load the protons necessary for a 36x36

store. When loading antiprotons, 4 bunches are extracted from the Recycler,

accelerated to 150 GeV in the MI, and extracted at MI-62, sent down the A1

line and into the Tevatron. This process is repeated 9 times to give a total of 36

antiproton bunches.
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3.5 Tevatron

The Tevatron is the largest of the Fermilab accelerators, with a circumference of ap-

proximately 4 miles. It is a circular synchrotron with eight accelerating cavities. The

Tevatron can accept both protons and antiprotons from Main Injector and accelerate

them from 150 GeV to 980 GeV. In Collider Mode, the Tevatron can store beam for

hours at a time. Because the Tevatron is a primarily storage ring, the length of time

between acceleration cycles is widely variable.

The Tevatron is the only cryogenically cooled accelerator at Fermilab. The magnets

used in the Tevatron are made up of a superconducting niobium-titanium alloy that

needs to be kept extremely cold (4̃K) to remain a superconductor. The benefit of having

superconducting magnets is the increased magnetic fields possible when high currents

can be run through thin wires without fear of damage related to excessive resistive

heating. This low operating temperature is responsible for the Tevatron’s extensive

cryogenic “plumbing” and unique magnet protection systems.

The Tevatron is not a perfect circle either. The ring is divided into six sectors

labeled A through F. Each sector has five service buildings, a “0” building and “1”

through “4” buildings. Each “0” location contains a large straight section, and each

such straight section has a special function. The A0 straight section is where the

Tevatron tunnel connects to the Switchyard. It is also the location of the beam abort

for the Tevatron (the colliding beams abort). The CDF collision hall is located at the

B0 straight section, while C0 is unused. The D0 experiment is named for the location

it occupies in the tunnel, while E0’s only claim to fame is that it was the site of the

transfer line from the old Main Ring to the Tevatron. Perhaps the busiest section of

tunnel at this laboratory is located at F0. This is where Tevatron RF cavities are

located, as well as the connection points of both the P1 and A1 transfer lines from

Main Injector. The P2 transfer line also passes trough, carrying beam to and from the

Antiproton Source and protons on their way out to the Switchyard.

As mentioned above, the primary purpose of the Tevatron is to act as a storage

ring where protons and antiprotons can collide with each other and produce interesting

secondary particles. When operating in Collider mode, protons and antiprotons are

injected at 150 GeV and then accelerated to 980 GeV. Once the final energy is reached,
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the two counter-rotating particle beams pass through each other for hours at time

(or until some component failure causes the beam to be lost). This stable situation

of 980 GeV proton and antiproton collisions is called a Store. After the number of

collisions per second (described by the luminosity of the store) drops to low to be

useful for the experimenters, the store is ended and the Tevatron prepared for a new

store.

3.6 Antiproton Source

• Target

The antiproton target station is not an accelerator. It is added here to maintain

some continuity in the discussion of the antiproton source. The target station

is found at the end of the AP1 transfer line, and is located beneath the AP0

service building. When we are collecting antiprotons (stacking), 120 GeV protons

coming from the MI trough P1→P2→AP1 lines strike a nickel alloy target. These

high-energy protons striking the target produce a spray of all sorts of secondary

particles. Using magnets to choose wich momentum and charge we can collect

8 GeV antiprotons from this spray. These antiprotons are directed down the AP2

transfer line and into the Debuncher.

• Debuncher

The Debuncher is one of the two synchrotrons that make up the Antiproton

Source (commonly refereed to as the Pbar Source). The Debuncher is rounded

triangular-shaped synchrotron with a mean radius of 90 meters. It can accept

8 GeV protons from Main Injector for beam studies, and 8 GeV antiprotons from

the target station.

Its primary purpose is to efficiently capture the high momentum spread antipro-

tons coming off the target, using RF manipulation called bunch rotation. There

are also beam-cooling systems that act to make the beam more manageable.

This so-called stochastic cooling is accomplished by picking up a signal from the

circulating antiprotons on one side of the ring, amplifying the signal, and then

applying that signal to the antiproton beam at another part of the ring. There are
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3. ACCELERATOR MACHINE

three cooling systems in the Debuncher: a momentum system, and two transverse

systems (horizontal and vertical).

The Debuncher does not ’accelerate’ beam in the same sense as the other accel-

erators, but maintain the beam at a constant energy of 8 GeV. The antiproton

beam can be transferred to the Accumulator via the D/A transfer line, located

beneath the AP10 service building.

• Accumulator

The accumulator is the second synchrotron of the antiproton source, It is also

a triangular-shaped synchrotron of radius 75 meters and is housed in the same

tunnel as the Debuncher. It is the storage ring for the antiprotons; all of the

antiprotons made are stored here at 8 GeV and cooled until transferred to the

Recycler.

The Accumulator has a number of different cooling systems: stacktail momen-

tum, core momentum, and core transverse (horizontal and vertical). An 8 GeV

antiproton beam can be extracted from the Accumulator and sent down the AP3

transfer line (which eventually mets up the AP1 line) towards the MI.

The Antiproton Source can operate in three different modes:

• Antiproton Production (Stacking)

120 GeV beam extracted from MI at MI-52 travels down the P1→P2→AP1 lines

until striking the nickel target beneath the AP0 service building. Out of the spray

of random secondary particles, 8 GeV antiprotons are taken down the AP2 line

and into the Debuncher.

The Debuncher cools the Pbar and then transfers them down the D/A line and

into the Accumulator. The Accumulator further cools the beam and stores it

until it’s needed.

• Shots

During shot setup, 4 bunches of antiprotons are extracted from the Accumulator

and sent down the AP3→AP1→P2→P1 lines into MI, and into the Recycler.
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• Reverse Protons

This is a mode used during shot setup to tune up the transfer lines. This mode

is also used during studies period.

3.7 Recycler

The Recycler is an antiproton storage ring located along the ceiling of the Main Injector

tunnel. The proposed purpose of the Recycler was to “Recycle” the antiprotons from a

Tevatron store, cooling them and storing them alongside those sent from the Antiproton

Source. This was abandoned after early problems in Collider Run II.

The Recycler now accepts transfers only from the Antiproton source and cools them

further than the Pbar Accumulator is capable. The Recycler uses both a stochastic

cooling system (like the Antiproton Source) and electron cooling system. Stochastic

cooling is used to cool the beam in Recycler, but loses it effectiveness with higher

intensities. Once above 200 × 1030 antiprotons in the Recycler, Electron Cooling is

Required.

Electron cooling works on the principle of momentum transfer between electrons

and antiprotons. A highly concentrated, cool beam of electrons is driven at the same

energy as the antiprotons, and laid on the top of the antiprotons. The resulting glanc-

ing collisions between electrons and antiprotons transfer some of the momentum from

the “hot” antiprotons to the “cool” electrons. With enough electrons, a substantial

longitudinal cooling force is produced by absorbing momenta from the antiprotons, al-

lowing for more compact, brighter bunches to send to the Tevatron. These electrons are

produced in a 5 MeV Pelletron, and guided through beamlines to a section of Recycler

beam pipe in the RR-30 section. Once the electron beam has made its pass through

the antiprotons, it is returned to the Pelletron to recover the charge.

• Stashing

The process of accepting Pbars from the Pbar source and cooling them to prepare

for more transfers, and eventually once the stash is large enough to begin HEP

shot setup.
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• Studies

8 GeV protons from the Booster are sent into the Main Injector first (but not

accelerated) and then transferred to the Recycler. This is done as protons are

easier to make, and less costly to lose for studies. This is typically done as a check

out of the Recycler systems after a Main Injector enclosure access.

• Shot setup

After cooling the stash, the antiprotons are “mined” into 9 “parcels”. Each of

the parcels is split into four bunches, which are extracted to the Tevatron, after

acceleration in MI.

3.8 Switchyard 120 GeV

The Switchyard is not really an accelerator, but rather a complex crossroads where

120 GeV beam coming from the MI could have been directed to a number of final

destinations in the main fixed target beamlines: the Proton line, the Meson line, and

the Neutrino line.
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4. The DØ Detector

4.1 Introduction

The DØ detector was proposed in 1983 to study proton-antiproton collisions at a center

of mass energy of 1.8 TeV at the Fermilab Tevatron collider. The detector performed

very well during Run I of the Tevatron, from 1992 to 1996, leading to the discovery of

the top quark and measurement of its mass, a precision measurement of the mass of W

boson, detailed analysis of gauge boson couplings, among many other accomplishments.

During Run I, the Tevatron operated using six bounties of protons and antiprotons,

with 3500 ns between each crossing and a center-of-mass energy of 1.8 TeV. The peak

luminosity was typically 1 − 2 × 1031cm−2s−1 and approximately 120 pb−1 of data

were recorded. In Run II, which began in March 2001 and finished in September of

2011, the Tevatron was operated with 36 bounties of protons and antiprotons with a

bunch spacing of 396 ns and at an increased center of mass of 1.96 TeV. The peak of

instantaneous luminosity increased to be typically around 3.5× 1032cm−2s−1.

To take advantage of these improvements in the Tevatron, the DØ detector was

upgraded for the Run II. The detector consists of three major subsystems: central

tracking detectors, uranium/liquid argon calorimeters, and a muon spectrometer.

4.2 Central Tracking

Excellent tracking in the central region is necessary for studies in b physics, top quark,

electroweak, etc. The central tracking system consists of the silicon microstrip tracker

(SMT) and the central fiber tracker (CFT) surrounded by a solenoidal magnet of 2T.

It surrounds the DØ beryllium beam pipe, which has a wall thickness of 0.508 mm and
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4. THE DØ DETECTOR

Figure 4.1: Diagram of the Upgraded DØ detector, as installed in the collision hall and

viewed from inside the Tevatron ring. The forward proton detector is not shown. The

detectors in the central region are shown in Fig. 4.2
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4.2 Central Tracking

Figure 4.2: Cross-sectional view of the central tracking system for Run IIA in the x− z
plane. Also shown are the locations of the solenoid, the preshower detectors, luminosity

monitors, and calorimeters.

an outer diameter of 38.1 mm, and is 2.37 m long. The two tracking detectors locate

the primary interaction vertex with a resolution of about 35 µm along the beamline.

the high resolution of the vertex position allows good measurement of lepton pT .

Both SMT and CFT provide tracking information to the trigger. The SMT provides

signal to the Level 2 and 3 trigger systems. The CFT provides a fast and continuous

readout of discriminator signals to the Level 1 trigger system; upon a Level 1 trigger

accept, track information based on these signals is sent to Level 2. The Level 3 trigger

receives a slower readout of digitized analog signals of the CFT, in addition to the

discriminator information available at Level 1 and 2. A schematic view of the central

51



4. THE DØ DETECTOR

tracking system is shown in Figure 4.2. The expected traverse momentum resolution

(as δpT /pT ) of the central tracking is shown in Figure 4.3 for tracks with pT = 1, 10

and 100 GeV

Figure 4.3: Expected relative transverse momentum resolution of the central tracking

system as a function of pseudo rapidity for tracks with pT = 1, 10, and 100 GeV. The

relevant resolution for b-physics analysis is the 1 GeV.

4.2.1 Silicon microstrip tracker

The SMT provides both tracking and vertexing over nearly full pseudo rapidity, η =

− ln[tan(θ/2)], coverage of the calorimeter and muon systems. Design of the detector,

electronics, and cooling were, in large part, dictated by the accelerator environment.

The length of the interaction region (σ ≈ 25 cm) sets the length scale of the device.

Ideally the design of the SMT should be in such a way that most of the particles pass

through it perpendicularly for all η, this conditions led to a design of barrel modules

interspersed with disks in the center and assemblies of disks in the forward regions.

The barrel detector primarily measure the r − φ coordinate and the disk detectors
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4.2 Central Tracking

measure r − z as well as r − φ. Thus, vertices for particles for particles at high η are

reconstructed in three dimensions by the disks, and vertices of particles at small values

of η are measured in the barrels and CFT. An isometric view of the SMT is shown in

Figure 4.2. The detector has six barrels in the central region. Each barrel has four

silicon readout layers. The silicon modules installed in the barrels are called ”ladders”.

Layers 1 and 2 have 12 ladders each; layers 3 and 4 have 24 ladders each, for a total

of 432 ladders. Each barrel is capped at high |z| with a disk of 12 double-sided (DS)

wedge detectors, called an“F-disk”. Forward of the three disk/barrel assemblies on

each side is a unit consisting three F-disk. In the far forward regions two “H-disks”

provide tracking at high |η|. The H-disks are composed of single-sided (SS) wedges.

In total, there are 792, 576 channels in 912 readout modules. The SMT is read out by

custom-made 128-channel SVXIIe readout chips. These signals are used by the Level

2 and Level 3 trigger systems.

4.2.2 Central Fiber Tracker ������yyyyyy
Figure 4.4: Transverse schematic view of the CFT detector [64].

The CFT consists of eight concentric cylinders, 1 to 8 counting from the innermost

and outward. Their radii go from 20 cm to 52 cm. Cylinders 1 and 2 are 1.66m and
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Layer Radius Fibers× Fiber Separation Active length

(cm) layer (µm) (m)

A 20.04 1280× 2 982.4 1.66

Au 20.22 1280× 2 990.3 1.66

B 24.93 1600× 2 978.3 1.66

Bv 24.93 1600× 2 985.1 1.66

C 29.87 1920× 2 976.1 2.52

Cu 30.05 1920× 2 980.9 2.52

D 34.77 2240× 2 974.9 2.52

Dv 34.95 2240× 2 979.3 2.52

E 39.66 2560× 2 971.7 2.52

Eu 39.86 2560× 2 976.3 2.52

F 44.56 2880× 2 970.0 2.52

Fv 44.74 2880× 2 974.3 2.52

G 49.49 3200× 2 969.8 2.52

Gu 49.67 3200× 2 973.3 2.52

H 51.97 3520× 2 926.1 2.52

Hv 52.15 3520× 2 927.8 2.52

Table 4.1: Design parameters of the eight axial and stereo Layers comprising the CFT;

indexes refer to the stereo angle of the corresponding layer according to uangle = +3◦ and

vangle = −3◦.

the remaining are 2.52m long. The reason of this difference is that the SMT H-Disks

are supported by cylinder 3. The CFT cylinder covers |η . 1.7|.
Each CFT cylinder have two layers of scintillating fibers mounted on its surface.

The first layer is oriented along the beam direction and is referred as Axial Layer. The

second layer is referred as Stereo Layer because its fiber are oriented with an stereo

angle. Odd numbers Stereo Layers are the u−Layers and have an stereo angle of +3◦.

Even number Stereo Layers are v−Layers and have an stereo angle of −3◦.

The scintillating fibers are 835µm in diameter and match the length of the cylinder

they are mounted in. The core of the fiber is made from Polystyrene whose refractive

index is n = 1.59 and is surrounded by two coats of approximately 25µm each. The
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4.3 Muon Detector

inner is al layer of Polymethyl-Methacrylate with n = 1.49 and outer layer of fluoro-

acrylic with n = 1.42.

The scintillating fibers are optically connected to clear fiber waveguides of identical

diameter which are 7.8m to 11.9m long and carry the scintillation light to Visible

Light Photon Counters, VLPC’s for readout. The scintillating fibers are structural and

chemically similar to the clear fibers, contains fluorescent dyers.

The light is observed by only one end of each scintillating fiber. The opposite end

of each of the scintillating fibers is mirrored with a sputtered aluminum coating that

provides a reflectivity of about 90%.

The total 76, 800 readout channels of the CFT use around 184 km of scintillating

fiber and 800 km of clear fiber. Table 4.1 shows the summary of the design parameter

of the CFT.

4.2.3 Solenoidal Magnet

The superconducting Solenoidal Magnet helps to optimize the momentum resolution,

δpT/pT, and tracking pattern recognition. The dimensions of the solenoid are: 2.73 m

in length and 1.42 in diameter. It provides a central field of 2 T. The polarity of

the magnet was reversed regularly in order to reduce detector asymmetry effects. The

major parameters of the solenoid design are listed Table 4.2. A perspective view of

the solenoid inside the Cap Calorimeter with its chimney and control dewar is shown

in Figure 4.5. The y − z view of the magnetic field with both the toroid and solenoid

magnets at full current is shown in Figure 4.6.

4.3 Muon Detector

For muon triggering and measurement, the upgraded detector uses the Run I central

muon system proportional drift tubes (PDTs) and toroidal magnets [65], central scin-

tillation counters (some new and some installed during Run I), and a completely new

forward muon system. The central muon system provides coverage for |η| . 1.0. The

new forward muon system extends muon detection to |η| ≈ 2.0, uses mini drift tubes

(MDTs) rather than PDTs, and includes trigger scintillation counters and beam pipe

shielding.
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4. THE DØ DETECTOR

Central filed 2.0 T

Operating current 4749 A

Cryostat warm bore diameter 1.067 m

Cryostat length 2.729 m

Stored Energy 5.3 MJ

Inductance 0.47 H

Cold mass 1460 kg

Thickness 0.87 X0

Table 4.2: Major parameters of the DØ solenoid.

Figure 4.5: Perspective view of the solenoid inside the central calorimeter. One end

calorimeter, several muon chambers, and parts of the toroids have been omitted for clarity.

Also shown are the service chimney and control dewar [64].
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Figure 4.6: The y − z view of the DØ magnetic field (in kG) with both the toroidal

and solenoidal magnets at full current (1500 A and 4749 A, respectively). The field in the

central toroid is approximately 1.8 T; that in the end toroids is about 1.9 T. The field lines

are projections onto the y− z plane; the left and right line ends differ by up to 2.5 m in x.

A set of scintillation counters, cover the top and upper sides of the outer layer of

central muon PDTs, and the lower sides and bottom of the detector, to form the cosmic

bottom. These trigger scintillation counters are fast enough to allow us to associate

a muon in a PDT with the appropriate bunch crossing and to reduce the cosmic ray

background. Additional scintillation counters, the Aφ counters, have been installed
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Figure 4.7: Exploded view of the muon wire chambers.

on the PDTs mounted between the calorimeter and the toroidal magnet. The Aφ

counters provide a fast detector for triggering and identifying muons and for rejecting

out-of-time background events. The scintillation counters are used for triggering; the

wire chambers are used for precise coordinate measurements as well as for triggering.

Both types of detectors contribute to background rejection: the scintillator with timing

information and the wire chambers with track segments. Exploded views of the muon

system are shown in Figures 4.7 and 4.8.

4.3.1 Toroidal magnets

The toroidal magnets are described in detail in Ref. [65] and visible in Figures 4.1,

4.6, and 4.6. Having a stand-alone muon-system momentum measurement i) enables a

low-pT cutoff in the Level 1 muon trigger, ii) allows for cleaner matching with central

detector tracks, iii) rejects π/K decays, and iv) improves the momentum resolution for

high momentum muons.

The central toroid is a square annulus 109 cm thick whose inner surface is about
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4.3 Muon Detector

Figure 4.8: Exploded view of the muon scintillation detectors.

318 cm from the Tevatron beamline, it covers the region |η| . 1. To allow access to

the inner parts of the detector, it was constructed in three sections. The center-bottom

section is a 150-cm-wide beam, fixed to the detector platform, which provides a base for

the calorimeters and central tracking detectors. Two C-shaped sections, which can be

moved perpendicularly to the center beam, complete the central toroid. The magnet

is wound using twenty coils of ten turns each. The two end toroids are located at

454 ≤ |z| ≤ 610 cm. In the center of each end toroid there is a 183 cm square hole

centered on the beamline, in x and y the magnets extend 426 cm from the beamline.

The end toroid windings are eight coils of eight turns each.

The magnets were operated in series, with at a current of 1500 A. the internal

fields in the central toroid were approximately 1.9 T and those in the end toroids were

approximately 2.0 T. The polarity of the magnets during data collection is regularly

reversed.
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4.3.1.1 Central muon system

The central muon system is composed of the central toroid (Subsection 4.3.1), PDT

chambers, the cosmic cap and bottom scintillation counters, and the Aφ scintillation

counters.

There are three layers of PDT chambers. The inner-most, called A-layer, is located

inside the central toroid. The other two layers, B- and C-layers, are located outside. A

PDT is a rectangular extruded aluminum tube, called drift-cell, filled with a mixture of

84% argon, 8% methane, and 8% CF4. Each drift-cell has an anode wire at the center.

Vernier cathode pads above and below the wire determine the hit position along the

wire.1

A set of scintillation counters, called the cosmic cap and cosmic bottom, is installed

on the top, sides and bottom of the C-layer. Scintillation counters are fast enough

to allow the association of a muon in a PDT with the correct bunch crossing and to

discriminate against the cosmic ray background.

The Aφ scintillation counters cover the A-layer. They provide fast triggering, muon

identification and out-of-time backscatter rejection from the forward direction. To-

gether with the CFT, it is possible to trigger at Level 1 (section 4.3.2) for high-pT

single muon and low-pT dimuon triggers.

4.3.1.2 Forward muon system

The forward muon system is composed of the end toroids (Subsection 4.3.1), MDT

chambers, scintillation counters and shielding around the beam pipe.

The function of the MDT chambers is essentially the same as the PDT chambers

in the central region. MDTs are chosen because they provide better resolution and

radiation hardness than the PDTs. There are three layers of MDTs (A, B and C), with

the A-layer inside the end toroids. MDTs have 8 drift cells, covered with a stainless

steel foil and inserted into PVC sleeves, and filled with a mixture of 90% CF4 and 10%

methane.

1Vernier pads were only fully instrumented on the A-layer, and about 10% on B/C-layers for aging

studies, since they were expensive and did not improve the resolution for tracks passing all three layers.
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4.3 Muon Detector

The muon trigger scintillation counters are installed over the three MDT layers.

They provide good time resolution, background rejection and high muon detection.

Finally, the shielding to reduce non-muon background in the muon system consists of

layers of iron (hadronic and electromagnetic absorber), polyethylene (neutron absorber)

and lead (gamma rays absorber) in a steel structure around the beam pipe and low-beta

quadrupoles.

4.3.2 Trigger

More than 2.5 million proton-antiproton bunch crossings occurred at DØ every second

during a normal Store. Given the total SM cross section of the Tevatron collider, σtot ≈
108 nb [66], we expected on the order of 1 to 10 collision in each bunch crossing (pile-up).

Since in general not every high energy collision leads to interesting physics1 and it is

also impossible to save all that information due to limited disk space (something similar

happens at the LHC), the DØ experiment implements three trigger levels (Level 1 to

Level 3, or L1, L2 and L3). Each succeeding level examines fewer events but in greater

detail and complexity. Events rejected by any of the trigger levels are permanently lost.

Accepted events are buffered at each level to prevent further lost of data.

During Tevatron collisions, the available trigger bandwidth had to be divided into

different kind of physics and interests, without excluding the possibility of totally new

and unexpected physics. For some physics analyses, such as b physics studies, things

got more complicated and inefficient (e.g. pattern recognition) at higher luminosities

due to the busy environment.

The L1 consists of hardware elements that process signals from the luminosity

monitors, calorimeter, muon system and fiber tracker. The requirements at L1 are very

basic, such as energy depositions or hit patterns associated with tracks above a preset

momentum threshold (see also footnote 1 in page 61). The set of decisions (also called

triggers) taken at L1 reduces the event rate from 2.5 MHz to about 2 kHz.

The L2 is composed by serial or parallelized CPU-based cards or programmable logic

based cards for each detector subsystem, and a global processor for integration of the

1For calibrations purposes, 1 out of 800,000 beam crossings were randomly recorded (zero-bias trig-

ger). Similarly, 1 out of 700,000 collisions, identified as signal coincidences in the luminosity monitors

at the expected time, were saved to disk (minimum-bias trigger).
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data. The L2 is able to identify physics objects such as jets, electrons, photons, missing

energy in the calorimeter, muons and charged tracks (with certain pT , φ, isolation or

impact parameter). The global processor analyze all objects received from the detector

subsystems and their correlations, to reduce the event rate to about 1 kHz.

Finally, these data are received by the L3 to be analyzed in much more detail.

This process is performed in parallel by nearly 500 computers, programmed with com-

plex algorithms. Decisions at L3 are based on complete physics objects and on the

relationships between them (vertices, angular separations, etc.).

During Tevatron collisions, to further reduce the rate to an acceptable level, about

100 Hz, L3 triggers had to be “pre-scaled”; for example, 9 out of 10 events with two

good muons and pT > 2 GeV/c were randomly rejected between 260 and 310 µb−1s−1.
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s lifetime

5.1 Selection and Reconstruction

The update of this measurement is done using 10.7 fb−1 of data collected with the DØ

detector from 2002 to 2010. At the end of the section results with the complete sample

of 10.7 fb−1 are also shown. We take reconstructed events consistent with the decay

mode B0
s → D+

s µ
−X. To process them we use the BANA package [67]. To select

the events, we first look for a muon, then two tracks of opposite charge, that will be

assigned as kaons coming from a φ, and finally a charged track that will be assigned

the pion mass, and will be combined with the φ candidate to form a D−s candidate.

The muon candidate is required to satisfy the following requirements:

• be detected in the layer inside the toroid and at least in one layer outside the

toroid, i. e. nseg = 3;

• transverse momentum pT > 2.0 GeV/c,

• total momentum p > 3.0 GeV/c,

• at least two hits in the CFT, N(CFT) > 1,

• at least two hits in the SMT, N(SMT) > 1,

• at least one matched central track,

• χ2 < 25 in the global muon fit.

Each of the two oppositely charged tracks consistent with coming from the φ, identifying

them as kaons, must pass the following cuts:

• the invariant mass of the combined tracks must be in the range 1.008 GeV/c2 <

M(K+K−) < 1.032 GeV/c2,
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Figure 5.1: Mass Distribution of the φ candidates.

• transverse momentum pT > 1.0 GeV/c,

• at least two hits in the CFT, N(CFT) > 1,

• at least two hits in the SMT, N(SMT) > 1,

The additional charged track, the π candidate, must pass:

• transverse momentum pT > 0.7 GeV/c,

• at least two hits in the CFT, N(CFT) > 1,

• at least two hits in the SMT, N(SMT) > 1,

• the combination of this track with the φ candidate must fulfill 1.6 GeV/c2 <

M(φπ) < 2.3 GeV/c2,

• the χ2 of the vertex fit has to be smaller than 16.26, corresponding to a p−value

larger than 0.1%,

• all tracks have to be in the same jet, and be associated with the same primary

vertex,

in addition

• the invariant mass of the combination of the muon candidate with the D−s can-

didate must be in the range of 3 GeV/c2 < M(D−s µ) < 5 GeV/c2,
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Figure 5.3: Mass distribution of the D−s candidates Signal Sample, the sample is the 2σ

region around the D+
s mass peak.

• the χ2 of the vertex fit has to be smaller than 15.13 , corresponding to a p−value

larger than 0.01%.

At this point we have not made any restriction on the charge of the µ and π,

however for the reconstructed B0
s meson signal candidates these two tracks have to have

opposite charge, but we also keep the wrong combination sample to help modeling the

background. In the right-sign sample, the reconstructed D−s is required to be displaced

from the primary vertex in the same direction of its momentum in order to reduce
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combinatoric background. In addition to the previous requirements,

We define the signal sample, SS, as the set of events that lay in the D−s mass window

of 1.958± 2× 0.0219. The events with the right-sign combination but un the D−s mass

regions of [1.958−9×0.0219, 1.958−7×0.0219] and [1.958+7×0.0219, 1.958+9×0.0219]

form the side band sample, SBS. With the events with the wrong sign combination

µ±π± we define the wrong sign sample, WSS. The union of the side band sample and

the wrong sign sample define the background sample, BS.

5.2 Pseudo Proper Decay Length and K-factor

The B0
s lifetime, τ , is given in terms of the decay length, L, by the relation,

L = cτβγ = cτ
p

m
, (5.1)

where cτ is the proper decay length, m the invariant mass, and p the total linear

momentum. Projecting onto the transverse plane, this relation gives:

Lxy = cτ
pT
m
, (5.2)

where pT is the transverse momentum of the B0
s , and Lxy is the transverse decay length.

The transverse decay length is defined as:

Lxy =
~X · ~pT
|~pT |

, (5.3)

where ~X is the displacement vector from the primary to the secondary vertex in the

transverse plane. In this case, as we use the semileptonic channel, we can not fully

reconstruct the B0
s momentum. We use the combined momentum of the muon and D−s

meson, ~pT (D±s µ
∓) as our best approximation of the B0

s momentum. To model this

effect in the fit, a correction factor, K, is introduced. The definition of this K factor

is:

K =
pT (D−s µ

+)

pT (B0
s )

, (5.4)

and is found using simulated Monte Carlo events. Taking this into account, we can

find the B0
s lifetime using:

cτ = Kλ = K
~X · ~pT (D−s µ)

|~pT (D−s µ)| , (5.5)
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where λ is defined as pseudo-proper decay length. The K-factor correction is applied

statistically by smearing the exponential decay distribution as described below when

extracting the cτ(B0
s ) from the pseudo-proper decay length in the lifetime fit.

We use the MC samples described in Sec. 5.3, where the B0
s has been forced to

decay to semileptonic modes that include a strange charmed meson, D−s , D∗s , D
∗
s0, or

D
′∗
s1.

5.3 Monte Carlo samples

Simulated events are generated to study the different contributions of the all the possi-

ble decay channels that can contribute to our data sample and to obtain the K-factor

distributions that are used to correct the pseudo proper decay length computed in our

selection program. We have generated MC samples using PYTHIA [68] for the produc-

tion and hadronization phase, and EvtGen [69] for decaying the b and c hadrons. We

generated B0
s meson samples with cτ = 439 microns, and no mixing. The signal sample

includes contributions from D−s µ
+ν, D∗−s µ+ν, D∗−s0 µ

+ν, D
′−
s1µ

+ν and D
(∗)−
s τ+ν.

To evaluate non-combinatorial backgrounds, some additional processes were gen-

erated including B̄0 → D
(∗)−
s D(∗)+, and B̄− → D

(∗)−
s D(∗)0X, where the ”right-sign”

D−s µ
+ combination can be obtained by allowing D(∗)+/0 to decay through semilep-

tonic modes. The Bs → D
(∗)−
s D

(∗)+
s X and Bs → D

(∗)−
s D

(∗)+/0
s X processes were also

generated.

To be able to fully simulate these samples some kinematic cuts were applied prior

to D0gstar, (using d0 mess filter): muons had to have pT > 1.9 GeV/c and |η| < 2.1,

kaons (and pions) from φ (D−s ) had to have pT > 0.6GeV/c and |η| < 3.0, and the pT

of the D−s had to be larger than 1.0 GeV/c. The samples were then processed using

the standard full chain procedure D0gstar-D0simD0reco that are a geant-based [70]

detector simulation. All samples were generated as private production but following

the official production criteria.

The produced thumbnails were then filtered using the same procedure as in data,

described in section 5.1.

5.3.1 Weighting process

The particles simulated are softer in momentum than in real data and there is no

full agreement in some distributions between MC and real data. In order to fix this
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Figure 5.4: Blue and red show pT (µ) distributions of the signal sample and sideband

sample respectively. The green distribution shows the signal pT (µ) distribution obtained

subtracting the red distribution to the blue distribution. The black distribution show the

MC pT (µ) distribution, at the left plot with no weight applied, and weighted to match the

signal distribution at the right plot.
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Figure 5.5: Blue and red show pT (µ)/pT (Ds) distributions of the signal sample and

sideband sample respectively. The green distribution shows the signal pT (µ)/pT (Ds) dis-

tribution obtained subtracting the red distribution to the blue distribution. The black

distribution show the MC pT (µ)/pT (Ds) distribution, at the left plot with no weight ap-

plied, and weighted at the right plot. The agreement between green and black distributions

at the right plot shows that no trigger correction is needed.

discrepancy a weight is applied to each event in such a way that the MC transversal

momentum distribution of the µ, pT (µ), particle is identical to the same distribution in

real data. To obtain the pT (µ) distribution for signal in real data, the pT distribution

of the µ candidate in the side bands sample is subtracted from de same distribution in

the signal sample.
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Figure 5.6: K-factor distributions of the decays contributing to the signal. All the his-

tograms are normalized considering the contributions from Table 5.1. The black histogram

shows the total K-factor of the signal.

In figure 5.5 there are plotted the distribution of the ratio of momentum among

µ and Ds before and after applying the weights. As the main triggers used in this

analysis are the single muon triggers, it could be possible that the correlation of µ and

Ds transversal momenta could be altered. In the right plot at Fig. 5.5, after the weights

were applied, there is a good agreement on MC and real data, we use this fact to justify

that no trigger correction is necessary after the selection.

5.4 K-factors

The decay modes that are considered in our signal, include at least one particle that

we cannot detect. As a result is necessary to use a correction factor, the so-called K-

factor, to take into account the deficit of momentum corresponding to the undetected

neutrino. The K factor is computed using MC samples for those decays that form the

D−s meson mass peak. The signal decays that contribute to the D−s meson peak are

listed in Table 5.1.

The reconstruction efficiency times the MC production efficiency of the signal is

εprodεreco = 12 × 10−5 , and we estimate that the signal contribution to the sample is
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Figure 5.7: K-factor distributions of the decays contributing to the B-meson decays

background. There are two B0
s decays decays considered in this background, the reason to

take them as background is that they are not semileptonic

(80.5 ± 2.1)%. Also we need to compute a K factor distribution for each background

contribution similar to our signal that comes from a B-meson and decays into a D−s
meson. These decays are listed in Table 5.2. This table also shows the contribution

of each decay to the signal sample. The total contribution of the B-meson decay

background is 9.98%.

There is another important background contribution coming from events having a

D-meson decaying to a µ and a Ds fully reconstructed. These events come from cc̄ pairs

created at the moment of the collision. The cc̄ background have no K-factor associated

because there is real B meson decay and they have lifetime equal to zero.

K-factor distributions for signal and background samples are shown in Figures 5.6

and 5.7 respectively.

5.4.1 pT (µ) dependence

There is found that the signal K-factor have a slight dependence on the pT (µ). When

we plot a profile of the K-factor with respect to the pT (µ) it is observed that the events

with lower pT (µ) have, in average, a lower K-factor. Taking this effect into account,

the signal sample is divided in three pT (µ) bins:
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Figure 5.8: Dependence of K-factor on pT (µ). The continuous line show the average

K-factor in our MC signal sample. The distribution shows the average K-factor per each

pT (µ) bin.

• from 2 GeV/c to 4 GeV/c

• from 4 GeV/c to 9 GeV/c,

• larger than 9 GeV/c.

A K-factor distribution is computed for each of these subsamples.

5.5 Signal Fraction

To estimate the number of candidates of D−s mesons in the signal sample, a fit is made

over the D−s mass distribution. The mass window taken is 1.958± 10× 0.0219 GeV/c2

or 1.738 GeV/c2 < M(φπ) < 2.178 GeV/c2. We refer these events as the “D−s Mass

Sample”, DMS. The peak of the D− meson also lays in this mass range. The model

that is used to fit this distributions is comprised of a Gaussian distribution for the

D−s mass, a Gaussian distribution for D− mass, and a second-order polynomial for the
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Figure 5.9: [Top figure] Invariant mass distribution of the D−s candidates. The curves

are projections of the Unbinned maximum likelihood fit for the D−s mass distribution. The

green area is the D−s mass peak, the blue one is the D− mass peak and the red dashed

curve is the combinatorial background distribution. The black curve is the sum of the three

contributions. [Bottom figure] Residual plot of the mass unbinned maximum likelihood fit

and the D−s distribution.

background, both Gaussian distribution have the same width σ,

LMass =
∏

i∈DMS

1

NDMS

[
N(D−s )e−

(Mi−m(D−s ))2

2σ2 +N(D−)e−
(Mi−m(D−))2

2σ2 +

N(Bkg)(1 +A1Mi +A2M
2
i )

]
. (5.6)

5.6 Lifetime Fit Model

To perform the lifetime fit we use two samples, the “Signal Sample”, SS, and the

“Background Sample”, BS. The signal sample is defined as those events in the D−s
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Parameter Central Value Statistical Uncertainty

A1 −0.136 (GeV/c2)−1 +0.882 (GeV/c2)−1 −0.904 (GeV/c2)−1

A2 −0.631 (GeV/c2)−2 +0.230 (GeV/c2)−2 −0.225 (GeV/c2)−2

m(D−) 1.8677 GeV/c2 ±0.0006 GeV/c2

m(D−s ) 1.9639 GeV/c2 ±0.0002 GeV/c2

σ 0.0215 MeV/c2 ±0.0002 GeV/c2

N(Bkg) 902705 +1625 −1655

N(D−) 22279 +663 −649

N(D−s ) 67697 +898 −876

Table 5.3: Parameter list of the mass distribution obtained from the maximum likelihood

fit.

mass distribution which lay in the rank of ±2× 21.9 MeV from the fitted mean mass.

This region is defined from 1920 MeV to 2007.6 MeV. The number of candidates in this

sample is 64909± 644 over both periods, runs IIa and IIb . The Background Sample is

obtained from sidebands of D−s mass distribution,(−9 × 21.9 MeV,−7 × 21.9 MeV) ∪
(7×21.9 MeV, 9×21.9 MeV), and candidates with the “wrong-sign” combination in the

interval (−9×21.9 MeV, 9×21.9 MeV). We assume that the combinatoric background

is due to random track combinations, so that, the side-band sample events can be used

to model the background in the signal sample.

The pseudo-proper decay length distribution obtained from the signal sample is fit

using an unbinned maximum log-likelihood method. The B0
s lifetime distribution, and

background shape are determined in a simultaneous fit. As a crosscheck, we perform

a simultaneous fit of the B0
d lifetime using the suppressed decay B0

d → D−µX. This

measurement also helps for determining the ratio τ(B0
s/τ(B0

d). The sample used for

the B0
d is composed by those events in the rank ±2× 21.4 MeV around the D− mass,

1867.75 MeV.

To model the B0
s lifetime distribution we use the approximation described at the end

of section 2.9, where, instead of two exponential decays, we use only one exponential

that measures the specific flavor lifetime. During the rest of this chapter, we use τB0
s

to

actually mean τB0
s→sl as given at Equation 2.84. The likelihood function L is defined
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as follows:

L = Csignal
∏

i∈SS
[fsignalF

i
signal + (1− fsignal)Fibkg]

∏

j∈BS

F
j
bkg ×

∏

k∈B0

[fB0F
k
B0 + (1− fB0)Fkbkg], (5.7)

where the products run over the events on signal sample, SS, and background sample,

BS; fsignal is the fraction of signal events in signal sample, estimated by the fit of

the D−s mass distribution; and Fisignal/background is the signal/background probability

density evaluated for the i-th event. Csignal is a gaussian constriction on the signal

fraction.

5.6.1 Signal Probability Density

The signal probability distribution Fsignal composed of a weighted sum of several prob-

ability distributions, Edecay, each of these distributions is defined as an exponential

decay convoluted with a resolution function R and smeared with a K-factor distribu-

tion Hdecay(K),

E
j
decay(λj , σ(λj); s, τ(Bdecay)) =

∫
dKHdecay(K)

[
K

cτ(Bdecay)
e−Kλj/cτ(Bdecay)

⊗Rtot(λj , σ(λj), s)

]
, (5.8)

where λj is the pesudo-proper decay length, PPDL, and σ(λj) is the error for the

PPDL measurement for the j-Th. event. For each possible contribution from B-meson

decay, a E function is introduced, with the correct PPDL and K-factor. The resolution

function is given by,

R(λj , σ(λj); s) =

(
1√

2π sσ(λj)

)
e

−(λj−λ0)2

2(sσ(λj))2 . (5.9)

Since a priori we do not know the overall scale of the decay length uncertainty, which is

estimated on a event-by-event basis, the scale factor, s, is introduced as a free parameter

in the fit. As, in principle, events that lay in the central region of the tracking system

have a better spatial resolution than those events collected in the forward/backward
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region we use a resolution composed of two gaussian distributions, with different scale

factors, given by,

Rtot(λj , σ(λj); s1, s2) = ffineR(λj , σ(λj); s1) + (1− ffine)R(λj , σ(λj); s2) (5.10)

In the fit, the integration over the K factor distribution is approximated by a sum

as follows:

∫
dK H(K)→

∑

k−bin
∆KH(Kk−bin), (5.11)

where the sum is taken over the bin of the histogram H(Kk−bin), with bin size ∆K.

Explicitly, the probability density Fisignal takes the form:

Fisignal=fc̄cF
i
c̄c+(1−fc̄c)

[
fBs→D−s DE

i
Bs→D−s D+fB+→D−s DE

i
B+→D−s D +

fBs→Ds∗Ds∗E
i
Bs→Ds∗Ds∗+fB0→D−s DE

i
B0→D−s D+

(
1−fBs→D−s D−fBs→Ds∗Ds∗−fB0→D−s D−fB+→D−s D

)
Ei
Bs→D+

s µ−X

]
,

(5.12)

where fc̄c is the expected fraction of c̄c events in the signal sample, Fc̄c is the PDF

lifetime for the c̄c events (a gaussian distribution). fBa→DbDc is the fraction of events

for the decay fBa→DbDc , and EBa→DbDc is the PPDL PDF associated to each decay. The

last term of the sum in eq. 5.12 is the term associated to our signal events Bs → D+
s µ
−X

5.6.2 Background Probability Density

The background probability density Fbkg is defined as follows:

F
j
bkg(λj , σ(λj)) = fCSLE(λj , σ(λj); s1, s2, τCSL) +

fCLLE(λj , σ(λj); s1, s2, τCLL) +[
(1− fSSL − fSLL − fCSL − fCLL)×

R(λj , σ(λj); s1, s2)
]

+
{

fSSL
λSSL

eλj/λSSL + fSLL
λSLL

eλj/λSLL (λ < 0)
fSSL
λSSL

e−λj/λSSL + fSLL
λSLL

e−λj/λSLL (λ ≥ 0)

(5.13)

where the details of the quantities in eq. 5.13 are shown in table 5.4
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fCSL fraction of events in the convoluted exponential with Short PPDL

fCLL fraction of events in the convoluted exponential with Long PPDL

fSSL fraction of events in the symmetric exponential with Short PPDL

fSLL fraction of events in the symmetric exponential with Long PPDL

τCSL slope of events in the convoluted exponential with Short PPDL

τCLL slope of events in the convoluted exponential with Long PPDL

λSSL slope of events in the symmetric exponential with Short PPDL

λSLL slope of events in the symmetric exponential with Long PPDL

Table 5.4: List of parameters used in the Lifetime Unbinned maximum likelihood fit to

model the combinatorial background.

5.6.3 B0
d Probability Density

The probability density for theB0
d sample is analogous to the Signal Probability Density,

but changing the decays for those that have D−µX as final state, so the B0
d Probability

Density is defined as:

FiB0
d

= fc̄cF
i
c̄c + (1− fc̄c)

[
fB+→D−µXE

i
B+→D−µX +

fB0
d→D−DXE

+
B0
d→D−DX

fB0
s→D−µXE

i
B0
s→D−µX

+(1− fB0
d→D−DX − fB0→D−s D − fB0

s→D−µX)EiB0
d→D−µ+X

]
,

(5.14)

In analogy with the Signal Probability Density, the last term in eq. 5.14 corresponds

to the events B0
d → D−µ+X.

5.7 Fit result

Table 5.5 shows the fit results for our nominal model. Where we have used the MI-

NUIT [71] (MIGRAD, HESSE and MINOS) algorithms included in the RooFit [72, 73]

package to perform the fit. Figure 5.10 shows the pseudo-proper decay length of the

B0
s candidates in signal sample and the projections of Fsignal,Fbkg and Fsignal + Fbkg.

Figures 5.12 and 5.13 show the pseudo-proper decay length distribution for the side-

band, and wrong-sign sample respectively. The Background PDF Fbkg is also projected

on each distribution.
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5.8 Crosschecks

As a crosscheck of the fitting procedure, the B0
d lifetime is measured. The channel

B0
d → D(∗)+ is used as the signal. To obtain the signal sample a 2σ mass window is

taken around the D+ mass from the same sample used for the Bs lifetime analysis. It is

assumed also that there are some other B meson decays that contribute to the D+ mass

Parameter Central Value Statistical Uncertainty

fSSL 0.1050 ±0.0020

fSLL 0.0346 ±0.0012

fCLL 0.0958 ±0.0031

fCSL 0.1571e +0.0028 −0.0029

λSSL 114.3 µm +2.8 µm −2.7 µm

λSLL 481.9 µm +9.2 µm −8.8 µm

τCLL 616.6 µm +7.6 µm −7.5µm

τCSL 232.3 µm +4.0 µm −4.1 µm

ffine 0.7997 +0.0033 −0.0034

s1 1.2983 +0.0048 −0.0049

s2 4.1734 +0.0628 −0.0618

cτ(B0
d) 458.9 µm ±6.4µm

τ(Bs)/τ(B0) 0.9218 +0.0140 −0.0138

cτ(Bs) 423.0 µm ±2.9µm

Table 5.5: Lifetime Maximum-Likelihood fit results. Two fits are performed, one for

obtaining the ratio τ(Bs)/τ(B0) and the other for obtaining cτ(Bs), both give the same

results for the other parameters.

Decay Contribution

cc̄ 0.093

B0 → D−µ+X 0.808

B+ → D−µ+X 0.084

B0 → D−DX 0.008

B0
s → D−µ+X 0.005

Table 5.6: Contributions from different decays to the D+ mass peak.
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Figure 5.10: [Top figure] Distribution of pseudo proper decay length of the signal sample

with projections of the Maximum-Likelihood fit. The green area is the projection of Fsignal,

the red one is the combinatorial background and the blue curve is the sum of the two.

[Bottom figure] residual of the lifetime unbinned maximum likelihood fit and the pseudo

proper decay length in the region [−0.1, 0.1].

peak and that the cc̄ contribution is the same as in the D−s mass peak, fcc̄ = 0.093.

From MC samples we compute the contributions from different decays, they are shown

in Table 5.6.

All K factors for these decays were computed and the fit performed with the proper

correct definitions in the background samples as well. It was found that the B0 lifetime
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Figure 5.11: Correlation matrix of the lifetime fit parameters.

(times c) obtained is 458.9± 6.4 µm, this is in good agreement with the world average

455.7± 2.1 µm. The Figure 5.14 shows the distribution and the projection of the fit.

5.8.1 MC pseudo experiments generation and fit

To check that the fit is able to obtain the measurement of the lifetime, there were

generated Monte Carlo pseudo experiments with lifetime equal to 432 µm. The dis-

tribution of the fit results is shown in Figure 5.15. Even when the distribution is not

following perfectly a Gaussian distribution and the mean is slightly shifted, the result

is consistent with the generation value.
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Figure 5.12: Background PDF compo-

nent projected over the side band sample.
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Figure 5.13: Background PDF compo-

nent projected over the wrong sign sample.

Generated value (µm) Fit value (µm)

420 423± 3

430 431± 3

440 440± 4

450 456± 4

460 468± 5

Table 5.7: Fit results over samples with different lifetime. The fitted lifetime in all

samples are consistent with the input lifetime, with no evidence of bias in the fits.

5.8.2 Fit bias test

Another way to check that the fitting procedure is actually able to determine the

lifetime, we fit several Monte Carlo samples generated with different lifetime. In the

Table 5.7 are shown the results of the fits, all lifetime obtained by the fit are consistent

with the generated values.
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Figure 5.14: Distribution of pseudo proper decay length of the D+ signal sample with

projections of the Maximum-Likelihood fit. The blue area is the projection of FD
+

signal, the

red one is the combinatorial background and the green curve is the sum of the two

5.9 Systematic uncertainties

5.9.1 Decay Length Resolution

In the nominal fit a double-Gaussian function is used to model the resolution. The fit

gives a fraction of 78.26% for the contribution of the narrower gaussian. However, a

single gaussian resolution can also be a valid model for the resolution. The systematic

uncertainty due to this change in the resolution model is 6.7 µm
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Figure 5.15: Fit over the pseudo-experiments output distribution. For each pseudo-

experiment a MC sample of the same number as the real data sample is generated following

the lifetime PDF with the parameters fixed to the nominal result.

Model Variation

no Side Bands +3.7 µm

no Low Side Bands +5.7 µm

no High Side Bands −2.3 µm

Table 5.8: List of systematic uncertainties associated with the combinatorial background

modeling.

5.9.2 Combinatorial Background Evaluation

To evaluate the shape of the combinatorial background in the Signal Sample, side-

band events and wrong-sign sample are used to help the fit. To associate a systematic

uncertainty of this method we use a sample with only wrong sign combination, a sample

using only the high-mass and wrong-sign and a sample with low mass and wrong-sign.

Table 5.8 shows the difference associated with each sample. The maximum difference

is 5.7 µm with no side-bands, and is the taken as uncertainty for this evaluation. This

uncertainty is only positive but it is taken symmetric in the total effect.
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Figure 5.16: Lifetime fit projection over samples with different lifetime. The fitted

lifetime in all samples are consistent with the input lifetime, with no evidence of bias in

the fits.

5.9.3 K-Factor Determination

To determine the K-factor of the signal events, we assume that the signal is composed

according to the fractions given in the table 5.1. To associate a systematic uncertainty

to the determination of the K-factor we change this assumption considering that the

signal is composed only of the Bs → µνD−s and Bs → µνD∗s decay modes. The change
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Decay −1σ +1σ

cc̄→ D+
s µX −4.1 µm +4.2 µm

B0
s → D+

s DX +0.8 µm −0.8 µm

B0
s → D

+(∗)
s D

−(∗)
s +0.4 µm −0.4 µm

B+ → D+
s DX +1.7 µm −1.8 µm

B0 → D+
s DX +1.2 µm −1.2 µm

Table 5.9: Systematic uncertainties associated to the variation of the contributions of the

different decays contributing to the non combinatoric background. A total uncertainty of
+4.8
−4.7 µm is obtained when each is added in quadrature.

in the lifetime measurement using this assumption is −2.5 µm

5.9.4 Non-Combinatorial Background Composition

In the case of the non-combinatorial background, i.e., the background due to a incom-

plete reconstruction of a B-meson decay, there is a systematic effect that is due to

the uncertainty in their contribution of D−s mesons. There is also a contribution from

cc̄ → D−s D events that it is necessary to take into account. Table 5.9 summarizes the

effect of varying each decay fraction. The total effect of these variations, summed in

quadrature is +4.8
−4.5 µm.

5.9.5 B-mesons lifetime

In the likelihood fit, the B+ and B0 lifetime are set to the world average, i.e., 492 ±
0.2 µm and 456 ± 0.2 µm respectively. If we vary the lifetimes in one σ, a change of

±0.1 µm for the B+ and no change for the B0.

5.9.6 Summary

Table 5.10 shows the contributions to the systematic uncertainty from different sources.

The most significant effect comes from the combinatorial background evaluation. The

total effect, computed adding all of them in quadrature, is +10.0
−5.4 µm
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Uncertainty source Estimate

Resolution Modeling +6.7 µm

Combinatorial Background modeling +5.7
−2.3 µm

K-factor determination −2.5 µm

Non Combinatorial Background +4.8
−4.5 µm

B-mesons lifetime ±0.1 µm

Total +10.0
−5.8 µm

Table 5.10: Summary of systematic uncertainty contributions.

5.10 Results and conclusions

Using 8.1 fb−1 of data collected with the DØ detector we measured the B0
s lifetime in

the inclusive semileptonic channel B0
s → D−s µ

+ +X. We found:

τBs = 423.0± 2.9 µm (stat.)+10.0
−5.6 µm (syst.), (5.15)

that is consistent with the world average, as is shown in figure 7.1. With respect to the

DØ previous measurement, we reduced the statistical uncertainty by a factor of 3. But

the systematic uncertainty was not reduced. The uncertainty in this measurement is

dominated by the systematic effects. Taking the world average of B0 lifetime and this

measurement, one can compute the ratio τB0
s
/τB0 ,

τB0
s

τB0

= 0.930+0.022
−0.014. (5.16)

If we take our measurement of the B0 lifetime, the ratio becomes

τB0
s

τB0

= 0.922+0.032
−0.026. (5.17)

This result is consistent, but with some tension, with the prediction of inequality 2.85.
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Figure 5.17: Bs lifetime (times c) measurements [2].
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6. CP violation phase in the

decay B0
s → J/Ψ

6.1 Introduction

The meson-antimeson mixing and the phenomenon of charge-conjugation-parity (CP)

violation in neutral mesons systems are key problems of particle physics. In the stan-

dard model (SM), the light (L) and heavy (H) mass eigenstates of the B0
s system

are expected to have sizeable mass and decay width differences: ∆Ms ≡ MH −ML

and ∆Γs ≡ ΓL − ΓH . The two mass eigenstates are expected to be almost pure CP

eigenstates. The CP-violating phase that appears in b → ccs decays is due to the

interference of the decay with and without mixing, and it is predicted [74, 75] to be

φ
J/ψφ
s = −2βSMs = 2 arg[−VtbV ∗ts/VcbV ∗cs] = −0.038 ± 0.002, where Vij are elements of

the Cabibbo-Kobayashi-Maskawa quark-mixing matrix [29]. New phenomena [76–86]

may alter the observed phase to φ
J/ψφ
s ≡ −2βs ≡ −2βSMs +φ∆

s . A significant deviation

from φ
J/ψφ
s from its small SM value would indicate the presence of processes beyond

SM.

The analysis of the decay chain B0
s → J/ψφ, J/ψ → µ+µ−, φ→ K+K− separates

the CP-even and CP-odd states using the angular distributions of the decay products as

a function of proper decay time. The first direct constraint on φ
J/ψφ
s [87] was derived by

analysing B0
s → J/ψφ decays where the flavor (i.e., B0

s or B
0
s) at the time of production

was not determined (“tagged”). It was followed by an improved analysis [88], based

on 2.8 fb−1 of integrated luminosity, that included the information on the B0
s flavor at

production. The CDF collaboration has performed a measurement [89] of φ
J/ψφ
s using

1.35 fb−1 of data.

In this Article, we present new results from the time-dependent amplitude analysis

of the decay B0
s → J/ψφ using a data sample corresponding to an integrated luminosity
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of 8.0 fb−1 collected with the D0 detector [64] at the Fermilab Tevatron Collider.

We measure ∆Γs; the average lifetime of the B0
s system, τ s = 1/Γs, where Γs ≡

(ΓH + ΓL)/2; and the CP-violating phase φ
J/ψφ
s . Chapter 4 describes the D0 detector.

Section 6.2 presents the event reconstruction and the data set. Sections 6.3 and 6.4

describe the event selection requirements and the procedure of determining the flavor

of the initial state of the B0
s candidate. In Sec. 6.5 we describe the analysis formalism

and the fitting method, present fit results, and discuss systematic uncertainties in the

results. We obtain the confidence level (C.L.) intervals for physics parameters using a

procedure based on the Markov Chain Monte Carlo (MCMC) technique, presented in

Sec. 6.6. We summarize and discuss the results in Sec. 6.7.

6.2 Data Sample and Event Reconstruction

The analysis presented here is based on data accumulated between February 2002 and

June 2010. Events are collected with a mixture of single- and dimuon triggers. They

are rejected if they only satisfy triggers that impose a requirement on the track impact

parameter with respect to the pp interaction vertex. This is done to avoid introducing

a bias in the B0
s lifetime distribution.

Candidate B0
s → J/ψφ, J/ψ → µ+µ−, φ → K+K− events are required to include

two opposite-sign muons accompanied by two opposite-sign tracks. Both muons are

required to be detected in the muon chambers inside the toroid magnet, and at least

one of the muons is required to be also detected outside the toroid. Each of the four

final-state tracks is required to have at least one SMT hit.

To form B0
s candidates, muon pairs in the invariant mass range 3.096± 0.350 GeV,

consistent with J/ψ decay, are combined with pairs of oppositely charged tracks (as-

signed the kaon mass) consistent with production at a common vertex, and with an

invariant mass in the range 1.019 ± 0.030 GeV. A kinematic fit under the B0
s decay

hypothesis constrains the dimuon invariant mass to the world-average J/ψ mass [2] and

constrains the four-track system to a common vertex.

Trajectories of the four B0
s decay products are adjusted according to the decay-

vertex kinematic fit. The re-adjusted track parameters are used in the calculation of

the B0
s candidate mass and decay time, and of the three angular variables characterising

the decay as defined later. B0
s candidates are required to have an invariant mass in the

range 5.37± 0.20 GeV. In events where multiple candidates satisfy these requirements,

we select the candidate with the best decay vertex fit probability.
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To reconstruct the primary vertex, we select tracks that do not originate from the

candidate B0
s decay, and apply a constraint to the average beam-spot position in the

transverse plane. We define the signed decay length of a B0
s meson, LBxy, as the vector

pointing from the PV to the decay vertex, projected on the B0
s transverse momentum

pT . The proper decay time of a B0
s candidate is given by

t =
MBs

~LBxy · ~p
p2
T

(6.1)

where MBs is the world-average B0
s mass [2], and ~p is the particle momentum. The

distance in the beam direction between the PV and the B0
s vertex is required to be less

than 5 cm. Approximately 5 million events are accepted after the selection described

in this section.

6.3 Background Suppression

The selection criteria are designed to optimimize the measurement of φ
J/ψφ
s and ∆Γs.

Most of the background is due to directly produced J/ψ mesons accompanied by tracks

arising from hadronization. This “prompt” background is distinguished from the “non-

prompt”, or “inclusive B → J/ψ+X” background, where the J/ψ meson is a product of

a b-hadron decay while the tracks forming the φ candidate emanate from a multi-body

decay of a b hadron or from hadronization. Two different event selection approaches

are used, one based on a multi-variate technique, and one based on simple limits on

kinematic and event quality parameters.

6.3.1 Signal and background simulation

Three Monte Carlo (MC) samples are used to study background suppression: sig-

nal, prompt background, and non-prompt background. All three are generated with

pythia [68]. Hadronization is also done in pythia, but all hadrons carrying heavy

flavors are passed on to EvtGen [69] to model their decays. The prompt background

MC sample consists of J/ψ → µ+µ− decays produced in gg → J/ψg, gg → J/ψγ, and

gγ → J/ψg processes. The signal and non-prompt background samples are generated

from primary bb̄ pair production with all b hadrons being produced inclusively and

the J/ψ mesons forced into µ+µ− decays. For the signal sample, events with a B0
s

are selected, their decays to J/ψφ are implemented without mixing and with uniform

angular distributions, and the B0
s mean lifetime is set to τ s = 1.464 ps. There are
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Figure 6.1: (color online). BDT discriminant output for the prompt (top) and non-

prompt (bottom) classifiers. The signal and background events are taken from simulation.

Events used for BDT training are excluded from these samples.

approximately 106 events in each background and the signal MC samples. All events

are passed through a full geant-based [70] detector simulation. To take into account

the effects of multiple interactions at high luminosity, hits from randomly triggered pp̄

collisions are overlayed on the digitized hits from MC. These events are reconstructed

with the same program as used for data. The three samples are corrected so that the

pT distributions of the final state particles in B0
s → J/ψφ decays match those in data

(see Appendix B).

6.3.2 Multivariate event selection

To discriminate the signal from background events, we use the TMVA package [90]. In

preliminary studies using MC simulation, the Boosted Decision Tree (BDT) algorithm

was found to demonstrate the best performance. Since prompt and non-prompt back-

grounds have different kinematic behavior, we train two discriminants, one for each

type of background. We use a set of 33 variables for the prompt background and 35

variables for the non-prompt background. The variables and more details of the BDT

method are given in Appendix A.

The BDT training is performed using a subset of the MC samples, and the remaining

events are used to test the training. The signal MC sample has about 84k events, the

prompt background has 29k events, and the non-prompt background has 39k events.

Figure 6.1 shows the BDT output discriminant for the prompt and non-prompt cases.
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6.3.3 Selection Criteria

To choose the best set of criteria for the two BDT discriminants, we first step through

the values of both BDT discriminants from −0.4 to 0.8 in increments of 0.01 and

measure the B0
s signal yield for each choice of cuts. Next, we define 14 signal yield

regions between 4000 and 7000 events, and for each region choose the pair of BDT

cuts which gives the highest significance S/
√
S +B, where S (B) is the number of

signal (background) events in the data sample. The 14 points, in increasing order of

the signal size S, are shown in Table 6.1. Figure 6.2 shows the number of signal events

as a function of the total number of events for the 14 points. As the BDT criteria are

loosened, the total number of events increases by a factor of ten, while the number of

signal events increases by about 50%.

As a test of possible detrimental effects of training on variables with low separation

power, we have repeated the above procedure using only the variables whose importance

(see Appendix A) exceeds 0.01, giving 18 variables for the prompt background and 13

variables for the non-prompt background. The resulting number of background events

for a given number of signal events is larger by about 10%. Therefore, we proceed with

the original number of variables.

S + B
200 400

3
10×

S

4000

5000

6000

7000
-1

D    Run II, 8 fb

Figure 6.2: Number of B0
s → J/ψφ signal events as a function of the total number of

events for the 14 criteria sets considered.

The choice of the final cut on the BDT output is based on an ensemble study. For
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Criteria S S +B Non-prompt Prompt

Set BDT BDT

0 4550 38130 0.45 0.42

1 4699 44535 0.45 0.29

2 5008 53942 0.39 0.35

3 5213 64044 0.36 0.30

4 5364 72602 0.33 0.28

5 5558 85848 0.13 0.41

6 5767 100986 0.21 0.29

7 5988 120206 0.13 0.29

8 6097 134255 0.07 0.29

9 6399 189865 0.04 0.10

10 6489 254022 −0.05 −0.01

11 6608 294949 −0.13 0.00

12 6594 364563 −0.18 −0.14

13 6695 461744 −0.35 −0.08

Table 6.1: Numbers of signal and signal-plus-background events for different sets of BDT

criteria, shown in the last two columns, that give the largest value of S/
√
S +B for a given

S.

each point in Table 6.1, we perform a maximum-likelihood fit to the event distribution

in the 2-dimensional (2D) space of B0
s candidate mass and proper time. This 2D

fit provides a parametrization of the background mass and proper time distribution.

We then generate pseudo-experiments in the 5D space of B0
s candidate mass, proper

time, and three independent angles of decay products, using as input the parameters

as obtained in a preliminary study, and the background from the 2D fit. We perform

a 5D maximum likelihood fit on the ensembles and compare the distributions of the

statistical uncertainties of φ
J/ψφ
s (σ(φ

J/ψφ
s )) and ∆Γs (σ(∆Γs)) for the different sets of

criteria. The dependence of the mean values of σ(φ
J/ψφ
s ) and σ(∆Γs) on the number of

signal events is shown in Figs. 6.3(a) and 6.3(b). The mean statistical uncertainties of

both φ
J/ψφ
s and ∆Γs systematically decrease with increasing signal, favoring looser cuts.

The gain in the parameter resolution is slower for the three loosest criteria, while the

total number of events doubles from about 0.25×106 to 0.5×106. The fits used for these

ensemble tests were simplified, therefore the magnitude of the predicted uncertainty is
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Figure 6.3: Ensemble study results for (a) mean value of σ(φs) as a function of the

number of signal events and (b) mean value of σ(∆Γs) as a function of the number of

signal events.

expected to underestimate the final measured precision. However, the general trends

should be valid.

Based on these results, we choose the sample that contains about 6500 signal events,

(labeled “Set 10” in Table 6.1) as a final selection and refer to it as the “BDT selection”.

Figure A.3 in Appendix A shows the ratios of the normalized distributions of the three

angles (see Section 6.5) and the lifetime before and after the BDT selection. The ratios

are consistent with unity, which means that the BDT requirements do not significantly

alter these distributions.

6.3.4 Simple Selection

We select a second event sample by applying criteria on event quality and kinematic

quantities. We use the consistency of the results obtained for the BDT and for this

sample as a measure of systematic effects related to imperfect modeling of the detector

acceptance and of the selection requirements.

The criteria are the same as in Refs. [87] and [88]. Each of the four tracks is required

to have at least two SMT hits and at least eight hits in SMT or CFT. We require

minimum momentum in the transverse plane pT for B0
s , φ, and K meson candidates of

6.0 GeV, 1.5 GeV, and 0.7 GeV, respectively. Muons are required to have pT above 1.5

GeV. For events in the central rapidity region (an event is considered to be central if
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the higher pT muon has |η(µleading)| < 1), we require the transverse momentum of the

J/ψ meson to exceed 4 GeV. In addition, J/ψ candidates are accepted if the invariant

mass of the muon pair is in the range 3.1 ± 0.2 GeV. Events are required to satisfy

the condition σ(t) < 0.2 ps where σ(t) is the uncertainty on the decay proper time

obtained from the propagation of the uncertainties in the decay-vertex kinematic fit,

the primary vertex position, and the B0
s candidate transverse momentum. We refer to

this second sample as the “Square-cuts” sample.

6.4 Flavor Tagging

At the Tevatron, b quarks are mostly produced in bb pairs. The flavor of the initial state

of the B0
s candidate is determined by exploiting properties of particles produced by the

other b hadron (“opposite-side tagging”, or OST). The OST-discriminating variables

are based primarily on the presence of a muon or an electron from the semi-leptonic

decay of the other b hadron produced in the pp interaction. If a charged lepton is not

found, the algorithm attempts to reconstruct the decay vertex of the opposite-side b

hadron and determine the net charge of particles forming the vertex.

The OST algorithm, based on the Likelihood Ratio method, assigns to each event

a value of the predicted tagging parameter d, in the range [−1,1], with d > 0 tagged as

an initial b quark and d < 0 tagged as an initial b quark. Larger |d| values correspond

to higher tagging confidence. In events where no tagging information is available d is

set to zero. The efficiency ε of the OST, defined as fraction of the number of candidates

with d 6= 0, is 18%. The OST-discriminating variables and algorithm are described in

detail in Ref. [91].

The tagging dilution D is defined as

D =
Ncor −Nwr

Ncor +Nwr
, (6.2)

where Ncor (Nwr) is the number of events with correctly (wrongly) identified initial

B-meson flavor. The dependence of the tagging dilution on the tagging parameter d is

calibrated with data for which the flavor (B or B) is known.

6.4.1 OST calibration

The dilution calibration is based on four independent B0
d → µνD∗± data samples

corresponding to different time periods, denoted IIa, IIb1, IIb2, and IIb3, with different
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detector configurations and different distributions of instantaneous luminosity. The

Run IIa sample was used in Ref. [91].

For each sample we perform an analysis of the B0
d − B

0
d oscillations described in

Ref. [92]. We divide the samples in five ranges of the tagging parameter |d|, and for

each range we obtain a mean value of the dilution |D|. The mixing frequency ∆Md is

fitted simultaneously and is found to be stable and consistent with the world average

value. The measured values of the tagging dilution |D| for the four data samples above,

in different ranges of |d|, are shown in Fig. 6.4. The dependence of the dilution on |d|
is parametrized as

|D| = p0

(1 + exp((p1 − |d|)/p2))
− p0

(1 + exp(p1/p2))
. (6.3)

and the function is fitted to the data. All four measurements are in good agreement

and hence a weighted average is taken.
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Figure 6.4: (color online). Parametrization of the dilution |D| as a function of the tagging

parameter |d| for the combined opposite-side tagger. The curve is the result of the weighted

fit to four self-tagging control data samples (see text).
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6.5 Maximum Likelihood Fit

We perform a six-dimensional (6D) unbinned maximum likelihood fit to the proper

decay time and its uncertainty, three decay angles characterizing the final state, and

the mass of the B0
s candidate. We use events for which the invariant mass of the

K+K− pair is within the range 1.01 – 1.03 GeV. There are 104683 events in the BDT-

based sample and 66455 events in the Square-cuts sample. We adopt the formulae and

notation of Ref. [93]. The normalized functional form of the differential decay rate

includes an S-wave KK contribution in addition to the dominant P-wave φ→ K+K−

decay. To model the distributions of the signal and background we use the software

library RooFit [73].

6.5.1 Signal model

The angular distribution of the signal is expressed in the transversity basis. In the

coordinate system of the J/ψ rest frame, where the φ meson moves in the x direction,

the z axis is perpendicular to the decay plane of φ → K+K−, and py(K
+) ≥ 0. The

transversity polar and azimuthal angles θ and ϕ describe the direction of the positively-

charged muon, while ψ is the angle between ~p(K+) and −~p(J/ψ) in the φ rest frame.

The angles are shown in Fig. 6.5.
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Figure 6.5: (color online). Definition of the transversity polar and azimuthal angles θ

and ϕ and the angle ψ.

In this basis, the decay amplitude of the B0
s and B

0
s mesons is decomposed into
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three independent components corresponding to linear polarization states of the vector

mesons J/ψ and φ, which are polarized either longitudinally (0) or transversely to their

direction of motion, and parallel (‖) or perpendicular (⊥) to each other.

The time dependence of amplitudes Ai(t) and Āi(t) (i denotes one of {||,⊥, 0}), for

B0
s and B

0
s states to reach the final state J/ψ φ is:

Ai(t) = F (t)
[
E+(t)± e2iβsE−(t)

]
ai ,

Āi(t) = F (t)
[
±E+(t) + e−2iβsE−(t)

]
ai , (6.4)

where

F (t) =
e−Γst/2

√
τH + τL ± cos 2βs (τL − τH)

, (6.5)

and τH and τL are the lifetimes of the heavy and light B0
s eigenstates.

In the above equations the upper sign indicates a CP-even final state, the lower sign

indicates a CP-odd final state,

E±(t) ≡ 1

2

[
e(
−∆Γs

4
+i∆Ms

2 )t ± e−(−∆Γs
4

+i∆Ms
2 )t

]
, (6.6)

and the amplitude parameters ai give the time-integrated decay rate to each of the

polarization states, |ai|2, satisfying:
∑

i

|ai|2 = 1 . (6.7)

The normalized probability density functions PB and PB̄ for B and B̄ mesons in

the variables t, cosψ, cos θ, and ϕ, are

PB(θ, ϕ, ψ, t) =
9

16π
|A(t)× n̂|2,

PB̄(θ, ϕ, ψ, t) =
9

16π
|Ā(t)× n̂|2, (6.8)

where n̂ is the muon momentum direction in the J/ψ rest frame,

n̂ = (sin θ cosϕ, sin θ sinϕ, cos θ) , (6.9)

and A(t) and Ā(t) are complex vector functions of time defined as

A(t) =

(
A0(t) cosψ,−

A‖(t) sinψ√
2

, i
A⊥(t) sinψ√

2

)
,

Ā(t) =

(
Ā0(t) cosψ,−

Ā‖(t) sinψ√
2

, i
Ā⊥(t) sinψ√

2

)
. (6.10)
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The values of Ai(t) at t = 0 are denoted as Ai. They are related to the parameters

a by

|A⊥|2 =
|a⊥|2y

1 + (y − 1)|a⊥|2
,

|A|||2 =
|a|||2

1 + (y − 1)|a⊥|2
,

|A0|2 =
|a0|2

1 + (y − 1)|a⊥|2
,

(6.11)

where y ≡ (1− z)/(1 + z) and z ≡ cos 2βs∆Γs/(2Γs). By convention, the phase of A0

is set to zero and the phases of the other two amplitudes are denoted by δ|| and δ⊥.

For a given event, the decay rate is the sum of the functions PB and PB̄ weighted

by the flavor tagging dilution factors (1 + D)/2 and (1−D)/2, respectively.

The contribution from the decay to J/ψK+K− with the kaons in an S wave is

expressed in terms of the S-wave fraction FS and a phase δs. The squared sum of

the P and S waves is integrated over the KK mass. For the P wave, we assume the

non-relativistic Breit-Wigner model

g(M(KK)) =

√
Γφ/2

∆M(KK)
· 1

M(KK)−Mφ + iΓφ/2
(6.12)

with the φ meson mass Mφ = 1.019 GeV and width Γφ = 4.26 MeV [1], and with

∆M(KK) = 1.03− 1.01 = 0.02 GeV.

For the S-wave component, we assume a uniform distribution in the range 1.01 <

M(KK) < 1.03 GeV. In the case of the BDT selection, it is modified by a KK-

mass dependent factor corresponding to the BDT selection efficiency. We constrain the

oscillation frequency to ∆Ms = 17.77± 0.12 ps−1, as measured in Ref. [94]. Table 6.2

lists all physics parameters used in the fit.

For the signal mass distribution we use a Gaussian function with a free mean value,

width, and normalization. The function describing the signal rate in the 6D space is
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invariant under the combined transformation

βs → π/2− βs, (6.13a)

∆Γs → −∆Γs, (6.13b)

δ‖ → 2π − δ‖, (6.13c)

δ⊥ → π − δ⊥, (6.13d)

δs → π − δs. (6.13e)

In addition, with a limited flavor-tagging power, there is an approximate symmetry

around βs = 0 for a given sign of ∆Γs.

We correct the signal decay rate by a detector acceptance factor ε(ψ, θ, ϕ) parametrized

by coefficients of expansion in Legendre polynomials Pk(ψ) and real harmonics Ylm(θ, ϕ).

The coefficients are obtained from Monte Carlo simulation, as described in Appendix B.

The signal time resolution in the MC simulation is modeled by a superposition

of five Gaussian functions. This function is used in the analysis. The background-

subtracted signal distribution agrees well with the MC model, as seen in Fig. 6.6. Two

random variations of the function, also shown in the figure, are used in alternative fits,

to estimate the systematic effect due to time resolution.

Parameter Definition

|A0|2 P-wave longitudinal amplitude squared, at t = 0

A1 |A‖|2/(1− |A0|2)

τ s (ps) B0
s mean lifetime

∆Γs (ps−1) Heavy-light decay width difference

FS K+K− S-wave fraction

βs CP-violating phase ( ≡ −φJ/ψφs /2)

δ‖ arg(A‖/A0)

δ⊥ arg(A⊥/A0)

δs arg(As/A0)

Table 6.2: Definition of nine real measurables for the decay B0
s → J/ψφ used in the

Maximum Likelihood fitting.
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Figure 6.6: (color online). The distribution of the time resolution for the signal, MC

(squares) and background-subtracted data (crosses). The blue curve is the sum of five

Gaussian functions fitted to the MC distribution. The two red lines are variations of the

default function used in the studies of systematic effects.

6.5.2 Background model

The proper decay time distribution of the background is described by a sum of a prompt

component, modeled as a Gaussian function centered at zero, and a non-prompt com-

ponent. The non-prompt component is modeled as a superposition of one exponential

decay for t < 0 and two exponential decays for t > 0, with free slopes and normaliza-

tions. The lifetime resolution is modeled by an exponential convoluted with a Gaussian

function, with two separate parameters for prompt and non-prompt background. To

allow for the possibility of the lifetime uncertainty to be systematically underestimated,

we introduce a free scale factor.

The mass distributions of the two components of background are parametrized by

low-order polynomials: a linear function for the prompt background and a quadratic

function for the non-prompt background. The angular distribution of background is
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parametrized by Legendre and real harmonics expansion coefficients. A separate set

of expansion coefficients cklm and cklm, with k = 0 or 2 and l = 0, 1, 2, is used for

the prompt and non-prompt background. A preliminary fit is first performed with all

17 × 2 parameters allowed to vary. In subsequent fits those that converge at values

within two standard deviations of zero are set to zero. Nine free parameters remain,

five for non-prompt background: c0
1−1, c0

20, c0
22, c2

00, and c2
22, and four for prompt

background: c0
1−1, c0

20, c0
22, and c2

2−1. All background parameters described above

are varied simultaneously with physics parameters. In total, there are 36 parameters

used in the fit. In addition to the nine physics parameters defined in Table 6.2, they

are: signal yield, mean mass and width, non-prompt background contribution, six non-

prompt background lifetime parameters, four background time resolution parameters,

one time resolution scale factor, three background mass distribution parameters, and

nine parameters describing background angular distributions.

6.5.3 Fit results

The fit results for the BDT sample and for the Square-cuts sample are shown in Table

6.3 and Table 6.4. The fit assigns 5598 ± 113 (5050 ± 105) events to the signal for

the BDT (Square-cuts) sample. Only the parameters whose values do not suffer from

multi-modal effects are shown. A single fit does not provide meaningful point estimates

and uncertainties for the four phase parameters. Their estimates are obtained using the

MCMC technique. Figures 6.7 – 6.10 illustrate the quality of the fit for the background,

for all data, and for the signal-enhanced sub-samples.

An independent measurement of the S-wave fraction is described in Appendix C

and the result is in agreement with FS determined from the maximum likelihood fit.

6.5.4 Systematic uncertainties

There are several possible sources of systematic uncertainty in the measurements. These

uncertainties are estimated as described below.

• Flavor tagging: The measured flavor mistag fraction suffers from uncertainties

due to the limited number of events in the data samples for the decay B0
d →

µνD(∗)±. The nominal calibration of the flavor tagging dilution is determined

as a weighted average of four samples separated by the running period. As an

alternative, we use two separate calibration parameters, one for the data collected
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in running periods IIa and IIb1, and one for the IIb2 and IIb3 data. We also alter

the nominal parameters by their uncertainties. We find the effects of the changes

to the flavor mistag variation negligible.

• Proper decay time resolution: Fit results can be affected by the uncertainty

of the assumed proper decay time resolution function. To assess the effect, we

have used two alternative parametrizations obtained by random sampling of the

resolution function.

• Detector acceptance: The effects of imperfect modeling of the detector ac-

ceptance and of the selection requirements are estimated by investigating the

consistency of the fit results for the sample based on the BDT selection and on

the Square-cuts selection. Although the overlap between the two samples is 70%,

and some statistical differences are expected, we interpret the differences in the

results as a measure of systematic effects.

The two event selection approaches have different merits. The BDT-based ap-

proach uses more information on each event, and hence it allows a higher signal

yield at lower background. However, it accepts signal events of lower quality (large

vertex χ2 or proper decay time uncertainty) that are rejected by the square cuts.

Also, the BDT-based approach uses the M(KK) distribution as a discriminant

in the event selection, affecting the results for the parameters entering the S− P

interference term, particularly the S-wave fraction FS and the phase parameters.

The main difference between the two samples is in the kinematic ranges of final-

state kaons, and so the angular acceptance functions and MC weights (see Ap-

pendix B) are different for the two samples. Imperfections in the modelling of

the B0
s decay kinematics and estimated acceptances, and in the treatment of the

MC weighting, are reflected in differences between fit results. The differences are

used as an estimate of this class of systematic uncertainty.

• M(KK) resolution: The limited M(KK) resolution may affect the results

of the analysis, especially the phases and the S-wave fraction FS , through the

dependence of the S − P interference term on the P-wave mass model. In prin-

ciple, the function of Eq. (6.12) should be replaced by a Breit-Wigner function

convoluted with a Gaussian. We avoid this complication by approximating the

smeared P-wave amplitude by a Breit-Wigner function with a width artificially

increased by a factor of two. An MC-based estimate of the smearing factor for
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the event selection criteria used in this analysis yields a value in the range 1.5 –

1.7. The resulting complex integral of the S−P interference has an absolute value

behavior closer to the data, but a distorted ratio of the real and imaginary parts

compared to Eq. (6.12). We repeat the fits using this altered φ(1020) propagator

as a measure of the sensitivity to the M(KK) resolution.

Tables 6.3 and 6.4 compare results for the default fit and the alternative fits dis-

cussed above. The differences between the best-fit values provide a measure of sys-

tematic effects. For the best estimate of the C.L. ranges for all the measured physics

quantities, we conduct MCMC studies described in the next section.

6.6 Confidence intervals from MCMC studies

The maximum likelihood fit provides the best values of all free parameters, including

the signal observables and background model parameters, their statistical uncertainties

and their full correlation matrix.

In addition to the free parameters determined in the fit, the model depends on a

number of external constants whose inherent uncertainties are not taken into account

in a given fit. Ideally, effects of uncertainties of external constants, such as time resolu-

tion parameters, flavor tagging dilution calibration, or detector acceptance, should be

included in the model by introducing the appropriate parametrized probability density

functions and allowing the parameters to vary. Such a procedure of proper integrating

over the external parameter space would greatly increase the number of free parameters

and would be prohibitive. Therefore, as a trade-off, we apply a random sampling of

external parameter values within their uncertainties, we perform the analysis for thus

created “alternative universes”, and we average the results. To do the averaging in the

multidimensional space, taking into account non-Gaussian parameter distributions and

correlations, we use the MCMC technique.

6.6.1 The method

The MCMC technique uses the Metropolis-Hastings algorithm [95] to generate a ran-

dom sample proportional to a given probability distribution. The algorithm generates a

sequence of “states”, a Markov chain, in which each state depends only on the previous

state.
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To generate a Markov chain for a given maximum likelihood fit result, we start from

the best-fit point x. We randomly generate a point x′ according to the multivariate

normal distribution

PDFMC(x′) = e(−(x′−x)·Σ·(x′−x)/2), (6.14)

where Σ is the covariance matrix. The new point is accepted if L(x′)/L(x) > 1,

otherwise it is accepted with the probability L(x′)/L(x). The process is continued

until a desired number of states is achieved. To avoid a bias due to the choice of the

initial state, we discard the early states which may “remember” the initial state. Our

studies show that the initial state is “forgotten” after approximately 50 steps. We

discard the first 100 states in each chain.

6.6.2 General properties of MCMC chains for the BDT-selection and

Square-cuts samples

We generate 8 MCMC chains, each containing one million states: a nominal and three

alternative chains each for the BDT-selection and Square-cuts samples, according to

the fit results presented in Tables 6.3 and 6.4.

Figures 6.11 and 6.12 illustrate the dependence of φ
J/ψφ
s on other physics parame-

ters, in particular on cos δ⊥ and cos δs. For clarity, the profiles are shown for ∆Γs > 0

and ∆Γs < 0 separately. The distributions for the Square-cuts sample are similar. We

note the following salient features of these correlations for ∆Γs > 0:

a) A positive correlation between φ
J/ψφ
s and ∆Ms, with the best fit of φ

J/ψφ
s changing

sign as ∆Ms increases (see also Fig. D.3 in Appendix D).

b) A correlation between |φJ/ψφs | and τ s, with the highest τ s occuring at φ
J/ψφ
s = 0.

c) For φ
J/ψφ
s near zero, |∆Γs| increases with |φJ/ψφs |.

d) A strong positive correlation between φ
J/ψφ
s and cos δ⊥ near φ

J/ψφ
s = 0, with φ

J/ψφ
s

changing sign as the average cos δ⊥ increases between −0.8 and +0.8. For the

related decay B0
d → J/ψK∗ the measured value is cos δ⊥ = −0.97. This indicates

that a constraint of cos δ⊥ to the B0
d → J/ψK∗ value would result in φ

J/ψφ
s < 0

with a smaller uncertainty.

e) A strong positive correlation between φ
J/ψφ
s and cos δs near φ

J/ψφ
s = 0, with φ

J/ψφ
s

changing sign as the average cos δs increases between −0.4 and +0.4.
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f) A weak correlation between φ
J/ψφ
s and FS , with FS a few percent lower for φ

J/ψφ
s <

0.

While we do not use any external numerical constraints on the polarization ampli-

tudes, we note that the best-fit values of their magnitudes and phases are consistent

with those measured in the U(3)-flavor related decay B0
d → J/ψK∗ [2], up to the sign

ambiguities. Ref. [96] predicts that the phases of the polarization amplitudes in the

two decay processes should agree within approximately 0.17 radians. For δ⊥, our mea-

surement gives equivalent solutions near π and near zero, with only the former being

in agreement with the value of 2.91± 0.06 measured for B0
d → J/ψK∗ by B factories.

Therefore, in the following we limit the range of δ⊥ to cos δ⊥ < 0.

To obtain the C.L. ranges for physics parameters, taking into account non-Gaussian

tails and systematic effects, we combine the MCMC chains for the nominal and alterna-

tive fits. This is equivalent to an effective averaging of the resulting probability density

functions from the fits. First, we combine the four MCMC chains for each sample. We

then combine all eight chains, to produce the final result.

6.6.3 Results

Figure 6.13 shows 68%, 90% and 95% C.L. contours in the (φ
J/ψφ
s ,∆Γs) plane for the

BDT-based and for the Square-cuts samples. The point estimates of physics parameters

are obtained from one-dimensional projections. The minimal range containing 68% of

the area of the probability density function defines the one standard deviation C.L.

interval for each parameter, while the most probable value defines the central value.

The correlation between the two phases, δ⊥ and δs, prevents us from making sep-

arate point estimates. For the BDT selection, the measured S-wave fraction FS(eff) is

an effective fraction of the K+K− S wave in the accepted sample, in the mass range

1.01 < M(K+K−) < 1.03 GeV. It includes the effect of the diminished acceptance for

the S wave with respect to the P wave in the event selection.

This procedure gives the results for the BDT-based sample, listed in Table 6.5:

The one-dimensional estimates of physics parameters for the Square-cuts sample are in

Table 6.6

To obtain the final C.L. ranges for physics parameters, we combine all eight MCMC

chains, effectively averaging the probability density functions of the results of the fits

to the BDT- and Square-cuts samples. Figure 6.14 shows 68%, 90% and 95% C.L.

contours in the (φ
J/ψφ
s ,∆Γs) plane. The p-value for the SM point [62] (φ

J/ψφ
s ,∆Γs) =
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Parameter Value (±Stat. Error)

τ s 1.426+0.035
−0.032 ps

∆Γs 0.129+0.076
−0.053 ps−1

φ
J/ψφ
s −0.49+0.48

−0.40

|A0|2 0.552+0.016
−0.017

|A‖|2 0.219+0.020
−0.021

δ‖ 3.15± 0.27

cos(δ⊥ − δs) −0.06± 0.24

FS(eff) 0.146± 0.035

Table 6.5: BDT fit results.

Parameter Value (±Stat. Error)

τ s 1.444+0.041
−0.033 ps

∆Γs 0.179+0.059
−0.060 ps−1

φ
J/ψφ
s −0.56+0.36

−0.32

|A0|2 0.565± 0.017

|A‖|2 0.249+0.021
−0.022

δ‖ 3.15± 0.19

cos(δ⊥ − δs) −0.20+0.26
−0.27

FS 0.173± 0.036

Table 6.6: Square-cuts fit results.

(−0.038, 0.087 ps−1) is 29.8%. The one-dimensional 68% C.L. ranges are listed in

Section 6.7 below.

6.7 Summary and Discussion

We have presented a time-dependent angular analysis of the decay process B0
s → J/ψφ.

We measureB0
s mixing parameters, average lifetime, and decay amplitudes. In addition,

we measure the amplitudes and phases of the polarization amplitudes. We also measure

the level of the KK S-wave contamination in the mass range (1.01 – 1.03) GeV, FS .

The measured values and the 68% C.L. intervals, including systematic uncertainties,

with the oscillation frequency constrained to ∆Ms = 17.77 ± 0.12 ps−1, are shown in

Table 6.7

The p-value for the SM point (φ
J/ψφ
s ,∆Γs) = (−0.038, 0.087 ps−1) is 29.8%.

In the previous publication [88], which was based on a subset of this data sample,

we constrained the strong phases to those of B0
d → J/ψK∗ whereas this analysis has a

large enough data sample to reliably let them float. Also, the previous publication did

not have a large enough data sample to allow for the measurement of a significant level

of KK S wave, whereas it is measured together with its relative phase in the current

analysis. The results supersede our previous measurements.

Independently of the Maximum Likelihood analysis, we make an estimate of the

non-resonant K+K− in the final state based on the M(KK) distribution of the B0
s

signal yield. The result of this study (Appendix C) is consistent with the result of the
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Maximum Likelihood fit shown above.

It is a unique feature of the decay B0
s → J/ψφ that thanks to the sizeable lifetime

difference between the two mass eigenstates, there is a sensitivity to φ
J/ψφ
s even in the

absence of the flavor tagging information. The interference terms A‖−A⊥ and A0−A⊥
are proportional to (e−ΓH t−e−ΓLt) sinφ

J/ψφ
s . Also, if cosφ

J/ψφ
s is significantly different

from unity, the decay rates of the CP-even and CP-odd components have two slopes

each. We confirm (see Appendix D) that the independent inputs to the measurement

of φ
J/ψφ
s (the oscillatory behavior, relying on the flavor tagging information, and the

exponential time evolution of the angular distribution) give consistent results.

τ s 1.443+0.038
−0.035 ps

∆Γs 0.163+0.065
−0.064 ps−1

φ
J/ψφ
s −0.55+0.38

−0.36

|A0|2 0.558+0.017
−0.019

|A‖|2 0.231+0.024
−0.030

δ‖ 3.15± 0.22

cos(δ⊥ − δs) −0.11+0.27
−0.25

FS 0.173± 0.036

Table 6.7: Measured values and the 68% C.L. intervals, including systematic uncertainties
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Figure 6.7: (color online). The distributions in the background (B0
s mass sidebands)

region of candidate mass, proper decay time, decay time uncertainty, transversity polar

and azimuthal angles, and cosψ for the BDT sample. The curves show the prompt (black

dashed) and non-prompt (red dotted) components, and their sum (blue solid).
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Figure 6.8: (color online). Invariant mass, proper decay time, and proper decay time

uncertainty distributions for B0
s candidates in the (top) BDT sample and (bottom) Square-

cuts sample. The curves are projections of the maximum likelihood fit. Shown are the

signal (green dashed-dotted curve), prompt background (black dashed curve), non-prompt

background (red dotted curve), total background (brown long-dashed curve), and the sum

of signal and total background (solid blue curve).112
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Figure 6.9: (color online). Distributions of transversity polar and azimuthal angles and

cosψ for B0
s candidates in the BDT sample (top) and Square-cuts sample (bottom). The

curves are projections of the maximum likelihood fit. Shown are the signal (green dashed-

dotted curve), total background (brown long-dashed curve) and the sum of signal and total

background (blue solid curve). 113
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Figure 6.10: (color online). Distributions of transversity polar and azimuthal angles and

cosψ for B0
s candidates in the BDT sample (top) and Square-cuts sample (bottom). in the

signal mass region (5.31 < M(Bs) < 5.43 GeV) and with an additional signal-enhancing

requirement t > 1.0 ps. The curves are projections of the maximum likelihood fit. Shown

are the signal (green dashed-dotted curve), total background (brown long-dashed curve)

and the sum of signal and total background (blue solid curve).
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Figure 6.11: Profiles of ∆Ms, τs, ∆Γs, cos δ⊥, cos δs, and FS , for ∆Γs > 0, versus φ
J/ψφ
s

from the MCMC simulation for the BDT selection data sample.
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Figure 6.12: Profiles of ∆Ms, τs, ∆Γs, cos δ⊥, cos δs, and FS , for ∆Γs < 0, versus φ
J/ψφ
s

from the MCMC simulation for the BDT selection data sample.
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Figure 6.13: (color online). Two-dimensional 68%, 90% and and 95% C.L. contours for

(a) the BDT selection and (b) the Square-cuts sample. The standard model expectation

is indicated as a point with an error.
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Figure 6.14: (color online). Two-dimensional 68%, 90% and 95% C.L. contours including

systematic uncertainties. The standard model expectation is indicated as a point with an

error.
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7. Conclusions

7.0.1 B0
s Lifetime

Using 8.1 fb−1 of data collected with the DØ detector we measured the B0
s lifetime in

the inclusive semileptonic channel B0
s → D−s µ

+ +X. We found:

cτBs→SL = 423.0± 2.9 µm (stat.)+10.0
−5.6 µm (syst.), (7.1)

τBs→SL = 1.41± 0.01 ps (stat.)+0.03
−0.02 ps (syst.), (7.2)

that is consistent with the world average, as is shown in figure 7.1. With respect to the

DØ previous measurement, we reduced the statistical uncertainty by a factor of 3. But

the systematic uncertainty was not reduced. The uncertainty in this measurement is

dominated by the systematic effects. Taking the world average of B0 lifetime and this

measurement, one can compute the ratio τB0
s
/τB0 ,

τB0
s

τB0

= 0.930+0.022
−0.014. (7.3)

If we take our measurement of the B0 lifetime, the ratio becomes

τB0
s

τB0

= 0.922+0.032
−0.026. (7.4)

This result is consistent, but with some tension, with the prediction of inequality 2.85.

7.1 CP Violation in B0
s −B

0
s meson

In summary, we report a new messurement of the B0
s mixing parameters and average

lifetime in the decay process B0
s → J/ψφ. In the fits, we constrain the oscillation

frequency to ∆Ms = 17.77± 0.12 ps−1, as measured in Ref. [94]. We also measure the

amplitudes and phases of the polarization amplitudes. For the first time we allow for

an admixture of the KK S wave. Our results are:
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Figure 7.1: Bs lifetime (times c) measurements [2].

τ s = 1.44± 0.04 ps

∆Γs = 0.16± 0.07 ps−1

φJ/ψφs = −0.57± 0.43

|A0|2 = 0.56± 0.02

|A‖|2 = 0.24± 0.03

FS = 0.175± 0.035

δ‖ = 3.14± 0.21

cos(δ⊥ − δs) = −0.14± 0.28

The p-value for the SM point (φ
J/ψφ
s ,∆Γs) = (−0.038, 0.087 ps−1) is 30.0%. The
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7.2 General Conclusions

Figure 7.2: Different experimental measuremets of phis and ∆Γ.

results supersede our previous measurements [88] that were based on a smaller data

sample.

7.2 General Conclusions

The measurements of the B0
s life time and CP violation parameters are consistent with

the SM model. For the CP violation parameters they are also in agreement with the

results from other experiments, as shown in Figure 7.2, and it seems that a big CP

violation effect will not be detected in oscillations of the B0
s −B

0
s system. However, for

the lifetime measurement, even when there is still in agreement with the HQET, there

is some tension that would indicate that some review to the theory has to be done, or

the experimental method should be further reviewed.
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A. BDT Discriminants

Two BDT discriminants are used to reject background. One is trained to remove the

prompt background (the “prompt BDT”), and the other is trained to remove inclusive

B decays (the “inclusive BDT”). The prompt BDT uses 33 variables, listed in Table

A.1. The inclusive BDT uses 35 variables, listed in Table A.2. In these tables, ∆R is

defined as ∆R =
√

(∆η)2 + (∆φ)2, where η is the pseudorapidity and φ is the azimuthal

angle. The term “uncorrected” refers to the correction due to the J/ψ mass constraint.

“Leading” (“trailing”) muon or kaon refers to the particle with larger (smaller) pT ,

and dE/dx is the energy loss per unit path length of a charged particle as it traverses

the silicon detector. Isolation is defined as p(B)/
∑

<∆R p where p(B) is the sum of

the momenta of the four daughter particles of the B0
s candidate, and the sum is over

all particles within a cone defined by ∆R, including the decay products of the B0
s

candidate. The tables also show the importance and separation for each variable. The

separation 〈S2〉 of a classifier y is defined as

〈S2〉 =
1

2

∫
(ŷS(y)− ŷB(y))2

ŷS(y) + ŷB(y)
dy, (A.1)

where yS is the output of the discriminant function for signal events and yB is the

discriminant function for background. The importance of each BDT input variable is

derived by counting in the training how often the variable is used to split decision tree

nodes and by weighting each split occurrence by its separation gain squared and by the

number of events in the node.

The distributions for the six most important variables in training on prompt J/ψ

decays are shown in Fig. A.1. The distributions for the six most important variables

in the training on inclusive B → J/ψX decays are shown in Fig. A.2.

Figure A.3 compares the shapes of the distributions of the three angular variables

and the lifetime, before and after the BDT requirements. The figures show that the

BDT requirements do not affect these differential distributions significantly.
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A. BDT DISCRIMINANTS

Rank Variable Importance Separation

1 KK invariant mass 0.3655 0.3540

2 Maximum ∆R between either K meson and the B0
s candidate 0.1346 0.4863

3 Isolation using the maximum ∆R between either K and the B0
s 0.0390 0.1784

4 Uncorrected pT of the B0
s 0.0346 0.3626

5 Minimum ∆R between either K and the B0
s 0.0335 0.4278

6 pT of the trailing K meson 0.0331 0.4854

7 pT of the φ meson 0.0314 0.4998

8 pT of the leading K meson 0.0283 0.4884

9 Trailing muon momentum 0.0252 0.0809

10 pT of the leading muon 0.0240 0.1601

11 Maximum ∆R between either muon and the B0
s 0.0223 0.1109

12 Maximum χ2 of either K meson with the J/ψ vertex 0.0217 0.0162

13 Dimuon invariant mass 0.0215 0.0145

14 Maximum χ2 of either of the K candidate track 0.0213 0.021

15 B0
s isolation using the larger K/Bs ∆R and tracks from the PV 0.0207 0.1739

16 pT of the J/ψ meson 0.0205 0.1809

17 Minimum ∆R between either muon and the B0
s candidate 0.0188 0.1023

18 Trailing K momentum 0.0105 0.3159

19 χ2 of the B0
s candidate vertex 0.0093 0.0119

20 B0
s isolation using ∆R < 0.75 0.0084 0.0241

21 Minimum χ2 of the J/ψ vertex with either K 0.0081 0.0069

22 pT of the trailing muon 0.0079 0.0922

23 Minimum of the χ2 of the J/ψ and φ vertices 0.0073 0.0057

24 Isolation using ∆R < 0.5 0.0070 0.0405

25 Uncorrected B0
s total momentum 0.0068 0.2103

26 Minimum χ2 of either K track fit 0.0065 0.0266

27 Isolation using ∆R < 0.5 and particles from the PV 0.0057 0.0401

28 Leading K meson momentum 0.0051 0.3217

29 Leading muon momentum 0.0048 0.0908

30 φ meson momentum 0.0048 0.3233

31 Maximum χ2 of the J/ψ or φ vertices 0.0044 0.0061

32 Isolation using ∆R < 0.75 and particles from the PV 0.0037 0.0259

33 J/ψ meson momentum 0.0037 0.1004

Table A.1: Variables used to train the prompt BDT, ranked by their importance in the

training.
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Rank Variable Importance Separation

1 KK invariant mass 0.2863 0.3603

2 B0
s isolation using the larger K/Bs ∆R and tracks from the PV 0.1742 0.4511

3 Minimum dE/dx of either K 0.0778 0.1076

4 χ2 of B0
s 0.0757 0.2123

5 pT of the φ meson 0.0559 0.4856

6 pT of the leading K meson 0.0504 0.4745

7 Isolation using the maximum ∆R between either K and the B0
s 0.0429 0.4468

8 pT of the trailing K meson 0.0350 0.4774

9 Maximum χ2 of either K meson with the J/ψ vertex 0.0260 0.2051

10 Isolation using ∆R < 0.5 and particles from the PV 0.0229 0.1703

11 Isolation using ∆R < 0.75 and tracks from the PV 0.0154 0.2238

12 Minimum χ2 of of either K with the J/ψ vertex 0.0151 0.1308

13 Minimum ∆R between either K meson and the B0
s candidate 0.0115 0.3104

14 Dimuon invariant mass 0.0099 0.0190

15 Total momentum of the φ meson 0.0091 0.3307

16 pT of the J/ψ meson 0.0089 0.1198

17 Trailing muon momentum 0.0082 0.0594

18 Isolation using ∆R < 0.5 0.0073 0.1695

19 Maximum ∆R between either K meson and the B0
s candidate 0.0070 0.3794

20 Maximum dE/dx of either K meson 0.0069 0.0528

21 Trailing K meson momentum 0.0068 0.3253

22 J/ψ vertex χ2 0.0063 0.0057

23 Leading K meson momentum 0.0058 0.3277

24 Maximum χ2 of either K candidate track 0.0054 0.0267

25 Isolation using ∆R < 0.75 0.0046 0.2203

26 Minimum ∆R between either muon and the B0
s candidate 0.0041 0.0729

27 Minimum χ2 of either K candidate track 0.0039 0.0284

28 uncorrected pT of B0
s candidate 0.0036 0.2485

29 pT of the trailing muon 0.0029 0.0702

30 J/ψ momentum 0.0027 0.0645

31 Maximum ∆R between either muon and the B0
s candidate 0.0026 0.0872

32 Vertex χ2 of the φ meson 0.0017 0.0098

33 Uncorrected B0
s momentum 0.0014 0.1675

34 pT of the leading muon 0.0011 0.1008

35 Leading muon momentum 0.0009 0.0547

Table A.2: Variables used to train the non-prompt BDT, ranked by their importance in

the training.
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A. BDT DISCRIMINANTS
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Figure A.1: (color online) The distributions of the six most important variables used in

the BDT trained on prompt J/ψ production for the B0
s → J/ψφ signal (solid blue) and

prompt J/ψ events (red dashed) histograms.
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Figure A.2: (color online) The distributions of the six most important variables used in

the BDT trained on inclusive B → J/ψX decays for the B0
s → J/ψφ signal (solid blue)

and inclusive B → J/ψX decays (red dashed) histograms.
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Figure A.3: Test of uniformity of the efficiencies of the BDT selection using a MC sample

with φs = −0.5. The figure shows the ratios of the normalized distributions of (a – c) the

three angles and (d) the proper decay length, before and after the BDT selection.
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B. Detector acceptance

We take into account the shaping of the signal distribution by the detector acceptance

and kinematic selection by introducing acceptance functions in the three angles of the

transversity basis. The acceptance functions are derived from Monte Carlo simulation.

Due to the event triggering effects, the momentum spectra of final-state objects in data

are harder than in MC. We take into account the difference in the pT distribution of

the final-state objects in data and MC by introducing a weight factor as a function

of pT (J/ψ), separately for the central (|η(µleading)| < 1) and forward regions. The

weight factor is derived by forcing an agreement between the J/ψ transverse momentum

spectra in data and MC. The behavior of the weight factor as a function of pT (J/ψ)

for the BDT-based selection, for the central and forward regions, is shown in Fig. B.1.

Figure B.2 shows the background-subtracted pT distributions of the leading and

trailing muon and leading and trailing kaon, in the central region. There is a good

agreement between data and MC for all final-state particles after applying the weight

factor. The acceptance in ϕ and θ is shown in Fig. B.3. The acceptance in ψ is shown

in Fig. B.4.
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Figure B.1: Weight factor as a function of pT (J/ψ) used to correct MC pT distribution

of B0
s and B0

d decay objects for (a) central region, and (b) forward region. The curves are

empirical fits to a sum of a Landau function and a polynomial.
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Figure B.2: Transverse momentum distributions of the four final-state particles in data

(points) and weighted MC (solid histogram), for the BDT-based event selection.
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Figure B.3: Map of the detector acceptance on the plane ϕ – cos θ.
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Figure B.4: Detector acceptance as a function of cosψ. The acceptance is uniform in

cosψ.
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C. Independent estimate of FS

In the Maximum Likelihood fit, the information on the invariant mass of the K+K−

pair is not used. To do so would require a good model of the M(K+K−) dependence

of background, including a small φ(1020) component, as a function of the B0
s candidate

mass and proper time. However, we can use the M(K+K−) mass information to

make an independent estimate of the non-resonant K+K− contribution in the final

state. Also, by studying the dependence of the φ(1020) helicity angle distribution on

its mass, we can resolve the sign ambiguity in the physics measurements.

For this study, we use the “Square-cuts” sample, for which the event selection is

not biased in M(K+K−).

Using events with ct > 0.02 cm to suppress background, we divide the data into

2-MeV slices in M(K+K−) and extract the B0
s signal in each slice by fitting the B0

s can-

didate mass distribution to a Gaussian signal and a linear background. For M(K+K−)

slices above 1.03 GeV, we fix the signal width to 0.03 GeV to suppress the effect of the

B0
d → J/ψK∗ background. Our MC studies show that the B0

d → J/ψK∗ background

peaks at about 5.40 GeV, with a width of about 0.06 GeV. Two examples of such fits

are shown in Fig. C.1.

The resulting M(K+K−) distribution of the pure B0
s signal is shown in Fig. C.2.

The B0
s yield is extracted by performing a fit to the sum of a P wave and a constant

term, representing a three-body decay B0
s → J/ψK+K−. (or a quasi-two-body decay

involving a wide resonance, such as f0). There is a clear non-φ(1020) component of

the B0
s decay. The M(K+K−) distribution from the MC simulation of the B0

s → J/ψφ

decay is shown in Fig. C.3.

This constant term may be due to an S wave, or a non-resonant P wave, or a

combination of both. If we assign it entirely to the S wave, we interpret its fraction

as FS . From the fits in Fig. C.1, the measured S-wave fraction in the range 1.01 <

M(K+K−) < 1.03 GeV is FS = 0.14± 0.02.
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C. INDEPENDENT ESTIMATE OF FS

In an effort to resolve the cos δs sign ambiguity, in Fig. C.4 we plot the distribution

of the φ helicity angle cosψ for M(K+K−) < 1.019 GeV and for M(K+K−) > 1.019

GeV.

The P wave has a characteristic symmetric distribution in cosψ, as a sum of the

A0 term, proportional to cos2 ψ, and A| and A⊥, proportional to sin2 ψ. The S wave

has no dependence on ψ. Thus, in the presence of both P and S waves, in addition to

the quadratic term, there is a linear term that changes sign from positive to negative,

indicative of a P – S interference. Assuming a Breit-Wigner propagator for the P

wave, whose real part changes sign from negative to positive around the φ(1020) meson

mass, and a constant S-wave amplitude, the asymmetry of the cosψ distribution is

proportional to − cos δs. There is a small asymmetry that is changing sign from positive

to negative, indicating that the assignment cos δs < 0 is marginally favored by the data.
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Figure C.1: The invariant mass distribution of B0
s candidates with ct > 0.02 cm in two

slices of M(K+K−). Fits to a sum of a Gaussian function and a polynomial are used to

extract the B0
s yield in each slice.
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Figure C.2: The K+K− mass distribution of pure B0
s signal with four fits to a sum of

the P-wave φ(1020) meson decay and a constant term (presumed to be due to S wave),

assuming different shapes of the P wave. The mass shapes, and the resulting S-wave fraction

in the 1.01 – 1.03 GeV window are: (a) a Gaussian function with an unconstrained width,

FS = 0.17±0.01; (b) a smeared Breit-Wigner function with free mass, width, and smearing,

FS = 0.16± 0.01 ; (c) a Breit-Wigner function with the mass and width parameters taken

from PDG [2] and with a free smearing, FS = 0.14±0.01 ; and (d) a Breit-Wigner function

with the mass and width parameters taken from PDG and the smearing from the MC

simulation, FS = 0.12± 0.01.
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C. INDEPENDENT ESTIMATE OF FS
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Figure C.3: The K+K− mass distribution in MC simulation. The fit is the Breit-Wigner

function convoluted with a Gaussian resolution.
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Figure C.4: Projections onto the variable cosψ for events with M(K+K−) (a) below

and (b) above the φ(1020) meson mass. The curves are results of fits to a second-degree

polynomial. The linear term is (a) 4.3± 4.0 and (b) −1.4± 4.4.
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D. Sensitivity to ∆Ms

D.0.1 Likelihood scan as a function of ∆Ms

While it is not possible to perform a precise measurement of the B0
s − B

0
s oscillation

frequency with the present data, we can study all aspects of the sensitivity to its value.

The inspection of MCMC chains reveals a positive correlation between the oscillation

frequency ∆Ms and φ
J/ψφ
s . For a more detailed insight into the sensitivity to ∆Ms, we

repeat the Maximum Likelihood fits, varying ∆Ms at values between 15 and 20 ps−1.

The results are shown in Fig. D.1. The best fit corresponds to ∆Ms near 17 ps−1, and

φ
J/ψφ
s around −0.8. It agrees with the CDF value of the ∆Ms [94] to within about 1.5

standard deviations.
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Figure D.1: (a) The likelihood variation as a function of ∆Ms and (b) the best-fit value

of φ
J/ψφ
s versus ∆Ms for the Square-cuts sample. No external constraints are applied in

the fits, the only condition being cos δ⊥ < 0 and cos δs < 0 which selects the fit with

∆Γs > 0, φ
J/ψφ
s < 0. Also shown is the 68% range from CDF [94] - used as a constraint in

this analysis.
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D. SENSITIVITY TO ∆MS

D.0.2 B0
s −B

0

s oscillation

Under the hypothesis of CP conservation in the B0
s decay, and a possible mixing-induced

CP violation, the non-vanishing CP-violating mixing angle should manifest itself as a

B0
s −B

0
s oscillation with the amplitude proportional to sin(φ

J/ψφ
s ). The observed time-

dependent asymmetry ∆N ≡ N(B0
s ) − N(B

0
s) = NS · C · sin(φ

J/ψφ
s ), is diluted by a

product C of several factors: (i) a factor of (1−2|A⊥|2) · (1−2Fs) ≈ 0.6 ·0.7 due to the

presence of the CP -odd decay, (ii) a factor of ε · D2 ≈ 0.03 due to the flavor tagging

efficiency and accuracy, and (iii) a factor of exp(−(∆Msσ)2/2) ≈ 0.2 due to the limited

time resolution. Thus, with NS ≈ 6000 events, and C ≈ 0.0025, we expect NS ·C ≈ 15.

In Fig. D.2 we show the proper decay length evolution of ∆N in the first 90 µm,

corresponding to approximately twice the mean B0
s lifetime. The curve represents

a fit to the function N0 · sin(∆Mst) · exp(−t/τs), with N0 unconstrained and with

∆Ms ≡ 17.77 ps−1. The fit gives N0 = −6 for the BDT-based sample and −8 for the

Square-cuts sample, with a statistical uncertainty of ±4, corresponding to sin(φ
J/ψφ
s ) =

N0/NS ·C ≈ −0.4± 0.3. This one-dimensional analysis gives a result for φ
J/ψφ
s that is

consistent with the result of the full analysis.
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Figure D.2: Proper decay length evolution of the difference ∆N = N(B0
s ) − N(B

0

s) in

the first 0.09 cm (3 ps) for the Square-cuts sample. The curve represents the best fit to

the oscillation with the frequency of ∆Ms = 17.77 ps−1.

Following the Amplitude Method described in Ref. [97], we fit the above distribu-

tions at discrete values of ∆Ms, and plot the fitted value of N0 as a function of the

probe frequency. The results are shown in Fig. D.3. There is an undulating structure,

with no significantly large deviations from zero. At ∆Ms near 17.77 ps−1 the data
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prefer a negative oscillation amplitude (and hence a negative value of sinφ
J/ψφ
s ).
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Figure D.3: The fitted magnitude of the B0
s − B

0

s oscillation as a function of ∆Ms for

(a) BDT selection and (b) Square cuts. The red crosses correspond to ∆Ms = 17.77 ps−1.
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We report an updated measurement of the CP-violating phase, �J=c�
s , and the decay-width difference

for the two mass eigenstates, ��s, from the flavor-tagged decay B0
s ! J=c�. The data sample

corresponds to an integrated luminosity of 8:0 fb�1 accumulated with the D0 detector using p �p collisions

at
ffiffiffi
s

p ¼ 1:96 TeV produced at the Fermilab Tevatron collider. The 68% Bayesian credibility intervals,

including systematic uncertainties, are ��s ¼ 0:163þ0:065
�0:064 ps�1 and �J=c�

s ¼ �0:55þ0:38
�0:36. The p-value

for the Standard Model point is 29.8%.

DOI: 10.1103/PhysRevD.85.032006 PACS numbers: 13.25.Hw, 11.30.Er

I. INTRODUCTION

The meson-antimeson mixing and the phenomenon of
charge-conjugation-parity (CP) violation in neutral me-
sons systems are key problems of particle physics. In the
standard model (SM), the light (L) and heavy (H) mass
eigenstates of the B0

s system are expected to have sizeable
mass and decay-width differences: �Ms � MH �ML and
��s � �L � �H. The two mass eigenstates are expected to

be almost pure CP eigenstates. The CP-violating phase
that appears in b ! c �cs decays is due to the interference
of the decay with and without mixing, and it is predicted

[1] to be �J=c�
s ¼ �2�SM

s ¼ 2 arg½�VtbV
�
ts=VcbV

�
cs� ¼

�0:038� 0:002, where Vij are elements of the Cabibbo-

Kobayashi-Maskawa quark-mixing matrix [2]. New phe-

nomena [3–23] may alter the observed phase to �J=c�
s �

�2�s � �2�SM
s þ��

s . A significant deviation of �J=c�
s

from its small SM value would indicate the presence of
processes beyond SM.
The analysis of the decay chain B0

s ! J=c�, J=c !
�þ��, � ! KþK� separates the CP-even and CP-odd
states using the angular distributions of the decay products.
It is a unique feature of the decay B0

s ! J=c� that be-
cause of the sizeable lifetime difference between the two

mass eigenstates, there is a sensitivity to�J=c�
s even in the

absence of the flavor-tagging information. The first direct

constraint on �J=c�
s [24,25] was derived by analyzing

B0
s ! J=c� decays where the flavor (i.e., B0

s or �B0
s) at

*with visitor from Augustana College, Sioux Falls, SD, USA
†with visitor from The University of Liverpool, Liverpool, UK
‡with visitor from UPIITA-IPN, Mexico City, Mexico
§with visitor from SLAC, Menlo Park, CA, USA
kwith visitor from University College London, London, UK
{with visitor from Centro de Investigacion en Computacion -

IPN, Mexico City, Mexico
**with visitor from ECFM, Universidad Autonoma de Sinaloa,
Culiacán, Mexico
††with visitor from Universität Bern, Bern, Switzerland
‡‡Deceased

MEASUREMENT OF THE CP-VIOLATING PHASE . . . PHYSICAL REVIEW D 85, 032006 (2012)

032006-3



the time of production was not determined (‘‘tagged’’). It
was followed by an improved analysis [26], based on
2:8 fb�1 of integrated luminosity, that included the infor-
mation on the B0

s flavor at production. In addition, the CDF

collaboration has performed a measurement [27] of �J=c�
s

using 1:35 fb�1 of data. After the submission of this ar-
ticle, new measurements of the CP violation parameters in
the B0

s ! J=c� decay have been published by the CDF
[28] and the LHCb [29] Collaborations.

In this article, we present new results from the time-
dependent amplitude analysis of the decay B0

s ! J=c�
using a data sample corresponding to an integrated lumi-
nosity of 8:0 fb�1 collected with the D0 detector [30] at the
Fermilab Tevatron Collider. In addition to the increase in
the size of the data sample used in the analysis, we also take
into account the S-wave KþK� under the � peak that has
been suggested [31] to contribute between 5% and 10%.We

measure ��s; the average lifetime of the B0
s system, ��s ¼

1= ��s, where ��s � ð�H þ �LÞ=2; and the CP-violating

phase �J=c�
s . Section II briefly describes the D0 detector.

Section III presents the event reconstruction and the data
set. Sections IVand V describe the event selection require-
ments and the procedure of determining the flavor of the
initial state of the B0

s candidate. In Sec. VI, we describe
the analysis formalism and the fitting method, present fit
results, and discuss systematic uncertainties in the results.
We obtain the Bayesian credibility intervals for physics
parameters using a procedure based on the Markov Chain
Monte Carlo (MCMC) technique, presented in Sec. VII.We
summarize and discuss the results in Sec. VIII.

II. DETECTOR

The D0 detector consists of a central tracking system,
calorimetry system, and muon detectors, as detailed in
Refs. [30,32,33]. The central tracking system comprises a
silicon microstrip tracker (SMT) and a central fiber tracker
(CFT), both located inside a 1.9 T superconducting sole-
noidal magnet. The tracking system is designed to optimize
tracking and vertexing for pseudorapidities j�j< 3, where
� ¼ � ln½tanð�=2Þ�, and� is the polar angle with respect
to the proton beam direction.

The SMT can reconstruct the p �p interaction vertex (PV)
for interactions with at least three tracks with a precision of
40 �m in the plane transverse to the beam direction and
determine the impact parameter of any track relative to the
PV with a precision between 20 and 50 �m, depending on
the number of hits in the SMT.

The muon detector is positioned outside the calorimeter.
It consists of a central muon system covering the pseudor-
apidity region j�j< 1 and a forward muon system cover-
ing the pseudorapidity region 1< j�j< 2. Both central
and forward systems consist of a layer of drift tubes and
scintillators inside 1.8 T toroidal magnets and two similar
layers outside the toroids.

The trigger and data acquisition systems are designed to
accommodate the high instantaneous luminosities of
Tevatron Run II.

III. DATA SAMPLE AND EVENT
RECONSTRUCTION

The analysis presented here is based on data accumu-
lated between February 2002 and June 2010. Events are
collected with a mixture of single-muon and dimuon trig-
gers. Some triggers require track displacement with respect
to the primary vertex (large track impact parameter). Since
this condition biases the B0

s lifetime measurement, the
events selected exclusively by these triggers are removed
from our sample.
Candidate B0

s ! J=c�, J=c ! �þ��, � ! KþK�
events are required to include two opposite charge muons
accompanied by two opposite charge tracks. Both muons
are required to be detected in the muon chambers inside the
toroid magnet, and at least one of the muons is required to
be also detected outside the toroid. Each of the four final-
state tracks is required to have at least one SMT hit.
To form B0

s candidates, muon pairs in the invariant mass
range 3:096� 0:350 GeV, consistent with J=c decay, are
combined with pairs of opposite charge tracks (assigned
the kaon mass) consistent with production at a common
vertex, and with an invariant mass in the range 1:019�
0:030 GeV. A kinematic fit under the B0

s decay hypothesis
constrains the dimuon invariant mass to the world-average
J=c mass [34] and constrains the four-track system to a
common vertex.
Trajectories of the four B0

s decay products are adjusted
according to the decay-vertex kinematic fit. The re-
adjusted track parameters are used in the calculation of
the B0

s candidate mass and decay time, and of the three
angular variables characterizing the decay as defined later.
B0
s candidates are required to have an invariant mass in the

range 5:37� 0:20 GeV. In events where multiple candi-
dates satisfy these requirements, we select the candidate
with the best decay-vertex fit probability.
To reconstruct the PV, we select tracks that do not origi-

nate from the candidate B0
s decay, and apply a constraint to

the average beam-spot position in the transverse plane. We
define the signed decay length of a B0

s meson, LB
xy, as the

vector pointing from the PV to the decay-vertex, projected
on the B0

s transverse momentum pT . The proper decay time

of a B0
s candidate is given by t ¼ MBs

~LB
xy � ~p=ðp2

TÞ, where
MBs

is the world-average B0
s mass [34], and ~p is the particle

momentum. The distance in the beam direction between the
PV and the B0

s vertex is required to be less than 5 cm.
Approximately 5� 106 events are accepted after the selec-
tion described in this section.

IV. BACKGROUND SUPPRESSION

The selection criteria are designed to optimize the

measurement of �J=c�
s and ��s. Most of the background
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is due to directly produced J=c mesons accompanied by
tracks arising from hadronization. This ‘‘prompt’’ back-
ground is distinguished from the ‘‘non-prompt,’’ or ‘‘in-
clusive B ! J=c þ X’’ background, where the J=c
meson is a product of a b-hadron decay while the tracks
forming the � candidate emanate from a multibody decay
of a b hadron or from hadronization. Two different event
selection approaches are used, one based on a multivariate
technique, and one based on simple limits on kinematic
and event quality parameters.

A. Signal and background simulation

Three Monte Carlo simulated samples are used to study
background suppression: signal, prompt background, and
non-prompt background. All three are generated with
PYTHIA [35]. Hadronization is also done in PYTHIA, but all

hadrons carrying heavy flavors are passed on to EVTGEN

[36] to model their decays. The prompt background MC
sample consists of J=c ! �þ�� decays produced in
gg ! J=c g, gg ! J=c�, and g� ! J=c g processes.
The signal and non-prompt background samples are gen-
erated from primary b �b pair production with all b hadrons
being produced inclusively and the J=c mesons forced into
�þ�� decays. For the signal sample, events with a B0

s are
selected, their decays to J=c� are implemented without
mixing and with uniform angular distributions, and the B0

s

mean lifetime is set to ��s ¼ 1:464 ps. There are approxi-
mately 106 events in each background and the signal MC
samples. All events are passed through a full GEANT-based
[37] detector simulation. To take into account the effects of
multiple interactions at high luminosity, hits from randomly
triggered p �p collisions are overlaid on the digitized hits
from MC. These events are reconstructed with the same
program as used for data. The three samples are corrected so
that the pT distributions of the final-state particles in
B0
s ! J=c� decays match those in data (see Appendix B).

B. Multivariate event selection

To discriminate the signal from background events, we
use the TMVA package [38]. In preliminary studies using
MC simulation, the Boosted Decision Tree (BDT) algo-
rithm was found to demonstrate the best performance.
Since prompt and non-prompt backgrounds have different
kinematic behavior, we train two discriminants, one for
each type of background. We use a set of 33 variables for
the prompt background and 35 variables for the non-
prompt background. The variables and more details of
the BDT method are given in Appendix A.

The BDT training is performed using a subset of the MC
samples, and the remaining events are used to test the
training. The signal MC sample has about 84 k events,
the prompt background has 29 k events, and the non-
prompt background has 39 k events. Figure 1 shows the
BDT output discriminant for the prompt and non-prompt
cases.

C. Selection criteria

To choose the best set of criteria for the two BDT
discriminants, we first step through the values of both
BDT discriminants from �0:4 to 0.8 in increments of
0.01 and measure the B0

s signal yield for each choice of
cuts. Next, we define 14 signal yield regions between 4000
and 7000 events, and for each region choose the pair of

BDT cuts which gives the highest significance S=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Sþ B

p
,

where S (B) is the number of signal (background) events in
the data sample. The 14 points, in increasing order of the
signal size S, are shown in Table I. Figure 2 shows the
number of signal events as a function of the total number of
events for the 14 points. As the BDT criteria are loosened,
the total number of events increases by a factor of ten,
while the number of signal events increases by about 50%.
As a test of possible detrimental effects of training on

variables with low separation power, we have repeated the
above procedure using only the variables whose impor-
tance (see Appendix A) exceeds 0.01, giving 18 variables
for the prompt background and 13 variables for the non-
prompt background. The resulting number of background
events for a given number of signal events is larger by
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FIG. 1 (color online). BDT discriminant output for the prompt
(top) and non-prompt (bottom) classifiers. The signal and back-
ground events are taken from simulation. Events used for BDT
training are excluded from these samples.
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about 10%. Therefore, we proceed with the original num-
ber of variables.

The choice of the final cut on the BDToutput is based on
an ensemble study. For each point in Table I, we perform a
maximum-likelihood fit to the event distribution in the
2-dimensional (2D) space of B0

s candidate mass and proper
time. This 2D fit provides a parametrization of the back-
ground mass and proper time distribution. We then gener-
ate pseudoexperiments in the 5D space of B0

s candidate
mass, proper time, and three independent angles of decay
products, using as input the parameters as obtained in a
preliminary study, and the background from the 2D fit. We
perform a 5D maximum-likelihood fit on the ensembles
and compare the distributions of the statistical uncertain-

ties of�J=c�
s (�ð�J=c�

s Þ) and ��s (�ð��sÞ) for the differ-
ent sets of criteria. The dependence of the mean values of

�ð�J=c�
s Þ and �ð��sÞ on the number of signal events

is shown in Figs. 3(a) and 3(b). The mean statistical

uncertainties of both �J=c�
s and ��s systematically

decrease with increasing signal, favoring looser cuts. The
gain in the parameter resolution is slower for the three
loosest criteria, while the total number of events doubles
from about 0:25� 106 to 0:5� 106. The fits used for these
ensemble tests were simplified, therefore the magnitude of
the predicted uncertainty is expected to underestimate the
final measured precision. However, the general trends
should be valid.
Based on these results, we choose the sample that con-

tains about 6500 signal events, (labeled ‘‘Set 10’’ in
Table I) as a final selection and refer to it as the ‘‘BDT
selection.’’ Figure 17 in Appendix A shows the ratios of the
normalized distributions of the three angles (see Sec. VI)
and the lifetime before and after the BDT selection. The
ratios are consistent with unity, which means that the BDT
requirements do not significantly alter these distributions.

D. Simple selection

We select a second event sample by applying criteria
on event quality and kinematic quantities. We use the
consistency of the results obtained for the BDT and for
this sample as a measure of systematic effects related to
imperfect modeling of the detector acceptance and
of the selection requirements.

TABLE I. Numbers of signal and signal-plus-background
events for different sets of BDT criteria, shown in the last two
columns, that give the largest value of S=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Sþ B

p
for a given S.

Criteria Set S Sþ B Non-prompt BDT Prompt BDT

0 4550 38 130 0.45 0.42

1 4699 44 535 0.45 0.29

2 5008 53 942 0.39 0.35

3 5213 64 044 0.36 0.30

4 5364 72 602 0.33 0.28

5 5558 85 848 0.13 0.41

6 5767 100 986 0.21 0.29

7 5988 120 206 0.13 0.29

8 6097 134 255 0.07 0.29

9 6399 189 865 0.04 0.10

10 6489 254 022 �0:05 �0:01

11 6608 294 949 �0:13 0.00

12 6594 364 563 �0:18 �0:14

13 6695 461 744 �0:35 �0:08

FIG. 2. Number of B0
s ! J=c� signal events as a function of

the total number of events for the 14 criteria sets considered.

FIG. 3. Ensemble study results for (a) mean value of �ð�sÞ as
a function of the number of signal events and (b) mean value of
�ð��sÞ as a function of the number of signal events.
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The criteria are the same as in Refs. [24,26]. Each of the
four tracks is required to have at least two SMT hits and at
least eight hits in SMT or CFT. We require minimum
momentum in the transverse plane pT for B0

s , �, and K
meson candidates of 6.0 GeV, 1.5 GeV, and 0.7 GeV,
respectively. Muons are required to have pT above
1.5 GeV. For events in the central rapidity region (an event
is considered to be central if the higher pT muon has
j�ð�leadingÞj< 1), we require the transverse momentum

of the J=c meson to exceed 4 GeV. In addition, J=c
candidates are accepted if the invariant mass of the muon
pair is in the range 3:1� 0:2 GeV. Events are required to
satisfy the condition �ðtÞ< 0:2 ps, where �ðtÞ is the un-
certainty on the decay proper time obtained from the
propagation of the uncertainties in the decay-vertex kine-
matic fit, the primary vertex position, and the B0

s candidate
transverse momentum. We refer to this second sample as
the ‘‘Square-cuts’’ sample.

V. FLAVOR TAGGING

At the Tevatron, b quarks are mostly produced in b �b
pairs. The flavor of the initial state of the B0

s candidate is
determined by exploiting properties of particles produced
by the other b hadron [‘‘opposite-side tagging’’ (OST)].
The OST-discriminating variables xi are based primarily
on the presence of a muon or an electron from the semi-
leptonic decay or the decay-vertex charge of the other b
hadron produced in the p �p interaction.

For the initial b quark, the probability density function
(PDF) for a given variable xi is denoted as f

b
i ðxiÞ, while for

the initial �b quark it is denoted as f
�b
i ðxiÞ. The combined

tagging variable y is defined as:

y ¼ Yn
i¼1

yi; yi ¼ f
�b
i ðxiÞ

fbi ðxiÞ
: (1)

A given variable xi can be undefined for some events.
For example, there are events that do not contain an
identified muon from the opposite side. In this case, the
corresponding variable yi is set to 1.

In this way the OST algorithm assigns to each event a
value of the predicted tagging parameter d¼ð1�yÞ=ð1þyÞ
in the range ½�1; 1�, with d > 0 tagged as an initial
b quark and d < 0 tagged as an initial �b quark. Larger jdj
values correspond to higher tagging confidence. In events
where no tagging information is available d is set to zero.
The efficiency � of the OST, defined as a fraction
of the number of candidates with d � 0, is 18%. The
OST-discriminating variables and algorithm are described
in detail in Ref. [39].

The tagging dilution D is defined as

D ¼ Ncor � Nwr

Ncor þ Nwr

; (2)

where Ncor (Nwr) is the number of events with
correctly (wrongly) identified initial B-meson flavor. The

dependence of the tagging dilution on the tagging parame-
ter d is calibrated with data for which the flavor (B or �B) is
known.

OST calibration

The dilution calibration is based on four independent
B0
d ! �	D�� data samples corresponding to different

time periods, denoted IIa, IIb1, IIb2, and IIb3, with differ-
ent detector configurations and different distributions of
instantaneous luminosity. The Run IIa sample was used in
Ref. [39].
For each sample we perform an analysis of the B0

d � �B0
d

oscillations described in Ref. [40]. We divide the samples
in five ranges of the tagging parameter jdj, and for each
range we obtain a mean value of the dilution jDj. The
mixing frequency �Md is fitted simultaneously and is
found to be stable and consistent with the world-average
value. The measured values of the tagging dilution jDj for
the four data samples above, in different ranges of jdj, are
shown in Fig. 4. The dependence of the dilution on jdj is
parametrized as

jDj¼ p0

ð1þexpððp1�jdjÞ=p2ÞÞ�
p0

ð1þexpðp1=p2ÞÞ : (3)

and the function is fitted to the data. All four measurements
are in good agreement and hence a weighted average is
taken.

VI. MAXIMUM-LIKELIHOOD FIT

We perform a six-dimensional (6D) unbinned
maximum-likelihood fit to the proper decay time and its
uncertainty, three decay angles characterizing the final
state, and the mass of the B0

s candidate. We use events
for which the invariant mass of theKþK� pair is within the
range 1.01–1.03 GeV. There are 104 683 events in the
BDT-based sample and 66 455 events in the Square-cuts

FIG. 4 (color online). Parametrization of the dilution jDj as a
function of the tagging parameter jdj for the combined opposite-
side tagger. The curve is the result of the weighted fit to four self-
tagging control data samples (see text).
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sample. We adopt the formulas and notation of Ref. [41].
The normalized functional form of the differential decay
rate includes an S-wave KK contribution in addition to
the dominant P -wave � ! KþK� decay. To model the
distributions of the signal and background we use the
software library ROOFIT [42].

A. Signal model

The angular distribution of the signal is expressed in the
transversity basis [43]. In the coordinate system of the J=c
rest frame, where the�meson moves in the x direction, the
z axis is perpendicular to the decay plane of � ! KþK�,
and pyðKþÞ � 0. The transversity polar and azimuthal

angles 
 and ’ describe the direction of the positively
charged muon, while c is the angle between ~pðKþÞ and
� ~pðJ=c Þ in the � rest frame. The angles are shown in
Fig. 5.

In this basis, the decay amplitude of the B0
s and �B0

s

mesons is decomposed into three independent components
corresponding to linear polarization states of the vector
mesons J=c and �, which are polarized either longitudi-
nally (0) or transversely to their direction of motion, and
parallel (k) or perpendicular (?) to each other.

The time dependence of amplitudes AiðtÞ and �AiðtÞ
(i denotes one of fk;?; 0g), for B0

s and �B0
s states to reach the

final state J=c � is

AiðtÞ ¼ FðtÞ½EþðtÞ � e2i�sE�ðtÞ�ai;
�AiðtÞ ¼ FðtÞ½�EþðtÞ þ e�2i�sE�ðtÞ�ai; (4)

where

FðtÞ ¼ e��st=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�H þ �L � cos2�sð�L � �HÞ

p ; (5)

and �H and �L are the lifetimes of the heavy and light B0
s

eigenstates.
In the above equations the upper sign indicates a

CP-even final state, the lower sign indicates a CP-odd
final state,

E�ðtÞ�1

2

h
eðð���sÞ=ð4Þþið�MsÞ=ð2ÞÞt�e�ðð���sÞ=ð4Þþið�MsÞ=ð2ÞÞt

i
;

(6)

and the amplitude parameters ai give the time-integrated
decay rate to each of the polarization states, jaij2,
satisfying: X

i

jaij2 ¼ 1: (7)

The interference terms Ak�A? and A0�A? are propor-

tional to ðe��Ht�e��LtÞsin�J=c�
s . Also, if cos�J=c�

s is
significantly different from unity, the decay rates of the
CP-even and CP-odd components have two slopes each.
The normalized probability density functions PB and P �B

for B and �B mesons in the variables t, cosc , cos
, and ’,
are

PBð
;’; c ; tÞ ¼ 9

16�
jAðtÞ � n̂j2;

P �Bð
;’; c ; tÞ ¼ 9

16�
j �AðtÞ � n̂j2;

(8)

where n̂ is the muon momentum direction in the J=c rest
frame,

n̂ ¼ ðsin
 cos’; sin
 sin’; cos
Þ; (9)

and AðtÞ and �AðtÞ are complex vector functions of time
defined as

AðtÞ¼
�
A0ðtÞcosc ;�AkðtÞsincffiffiffi

2
p ; i

A?ðtÞsincffiffiffi
2

p
�
;

�AðtÞ¼
�
�A0ðtÞcosc ;�

�AkðtÞsincffiffiffi
2

p ; i
�A?ðtÞsincffiffiffi

2
p

�
:

(10)

The values ofAiðtÞ at t ¼ 0 are denoted as Ai. They are
related to the parameters ai by

FIG. 5 (color online). Definition of the angle c , and the trans-
versity angles 
 and ’.
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jA?j2¼ ja?j2y
1þðy�1Þja?j2

; jAkj2¼ jakj2
1þðy�1Þja?j2

;

jA0j2¼ ja0j2
1þðy�1Þja?j2

;
(11)

where y � ð1� zÞ=ð1þ zÞ and z � cos2�s��s=ð2 ��sÞ. By
convention, the phase of A0 is set to zero and the phases of
the other two amplitudes are denoted by �k and �?.

For a given event, the decay rate is the sum of the
functions PB and P �B weighted by the flavor-tagging dilu-
tion factors ð1þDÞ=2 and ð1�DÞ=2, respectively.

The contribution from the decay to J=cKþK�
with the kaons in an S-wave is expressed in terms of the
S-wave fraction FS and a phase �s. The squared sum
of the P and S waves is integrated over the KK mass.
For the P -wave, we assume the nonrelativistic Breit-
Wigner model

gðMðKKÞÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��=2

�MðKKÞ

s
� 1

MðKKÞ �M� þ i��=2
(12)

with the � meson mass M� ¼ 1:019 GeV and width

��¼4:26MeV [34], and with �MðKKÞ ¼ 1:03� 1:01 ¼
0:02 GeV.

For the S-wave component, we assume a uniform dis-
tribution in the range 1:01<MðKKÞ< 1:03 GeV. We
constrain the oscillation frequency to �Ms ¼ 17:77�
0:12 ps�1, as measured in Ref. [44]. Table II lists all
physics parameters used in the fit.

For the signal mass distribution we use a Gaussian
function with a free mean value, width, and normalization.
The function describing the signal rate in the 6D space is
invariant under the combined transformation �s ! �=2�
�s, ��s ! ���s, �k ! 2�� �k, �? ! �� �?, and

�s ! �� �s. In addition, with a limited flavor-tagging
power, there is an approximate symmetry around �s ¼ 0
for a given sign of ��s.

We correct the signal decay rate by a detector accep-
tance factor �ðc ; 
; ’Þ parametrized by coefficients
of expansion in Legendre polynomials Pkðc Þ and real

harmonics Ylmð
; ’Þ. The coefficients are obtained from
Monte Carlo simulated samples, as described in
Appendix B.
The signal decay-time resolution is given by a Gaussian

centered at zero and width given by the product of a global
scale factor and the event-by-event uncertainty in the
decay-time measurement. The distribution of the uncer-
tainty in the decay-time measurement in the MC simula-
tion is modeled by a superposition of five Gaussian
functions. The background-subtracted signal distribution
agrees well with the MC model, as seen in Fig. 6.
Variations of the parameters within one sigma of the best
fit are used to define two additional functions, also shown
in the figure, that are used in alternative fits to estimate the
systematic effect due to time resolution.

B. Background model

The proper decay-time distribution of the background is
described by a sum of a prompt component, modeled as the
same resolution function used in the signal decay time, and
a non-prompt component. The non-prompt component is
modeled as a superposition of one exponential decay for
t < 0 and two exponential decays for t > 0, with free
slopes and normalizations. The lifetime resolution is
modeled by an exponential convoluted with a Gaussian
function, with two separate parameters for prompt and
non-prompt background. To allow for the possibility of
the lifetime uncertainty to be systematically underesti-
mated, we introduce a free scale factor.
The mass distributions of the two components

of background are parametrized by low-order polynomials:
a linear function for the prompt background and a
quadratic function for the non-prompt background. The
angular distribution of background is parametrized by
Legendre and real harmonics expansion coefficients.

TABLE II. Definition of nine real measurables for the decay
B0
s ! J=c� used in the maximum-likelihood fitting.

Parameter Definition

jA0j2 P -wave longitudinal amplitude squared, at t ¼ 0
A1 jAkj2=ð1� jA0j2Þ
��s (ps) B0

s mean lifetime

��s ðps�1Þ Heavy-light decay-width difference

FS KþK� S-wave fraction

�s CP-violating phase ( � ��J=c�
s =2)

�k argðAk=A0Þ
�? argðA?=A0Þ
�s argðAs=A0Þ
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FIG. 6 (color online). The distribution of the uncertainty in the
decay time for the signal, MC (squares) and background-
subtracted data (crosses). The (blue) curve is the sum of five
Gaussian functions fitted to the MC distribution. The two (red)
lines are variations of the default function used in
the studies of systematic effects.
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A separate set of expansion coefficients cklm and cklm, with
k ¼ 0 or 2 and l ¼ 0, 1, 2, is used for the prompt and non-
prompt background. A preliminary fit is first performed

with all 17 parameters cðPÞk lm for prompt and 17 parameters

cðNPÞk
lm for non-prompt allowed to vary. In subsequent fits

those that converge at values within two standard devia-
tions of zero are set to zero. Nine free parameters remain,

five for non-prompt background: cðNPÞ0
1�1, cðNPÞ0

20,

cðNPÞ0
22, c

ðNPÞ2
00, and cðNPÞ2

22, and four for prompt back-

ground: cðPÞ0 1�1, c
ðPÞ0

20, c
ðPÞ0

22, and cðPÞ2 2�1. All back-

ground parameters described above are varied
simultaneously with physics parameters. In total, there
are 36 parameters used in the fit. In addition to the nine
physics parameters defined in Table II, they are: signal
yield, mean mass and width, non-prompt background con-
tribution, six non-prompt background lifetime parameters,
four background time-resolution parameters, one time-
resolution scale factor, three background mass-distribution
parameters, and nine parameters describing background
angular distributions.

C. Fit results

The maximum-likelihood fit results for the nominal fit
(default), for two alternative time-resolution functions,
�AðtÞ and �BðtÞ shown in Fig. 6, and for an alternative
MðKKÞ dependence of the �ð1020Þ ! KþK� decay with
the decay-width increased by a factor of two are shown in
Tables III and IV. These alternative fits are used to estimate
the systematic uncertainties. The fit assigns 5598� 113
(5050� 105) events to the signal for the BDT (Square-
cuts) sample. Only the parameters whose values do not

suffer from multimodal effects are shown. A single fit does
not provide meaningful point estimates and uncertainties
for the four phase parameters. Their estimates are obtained
using the MCMC technique. Figures 7–10 illustrate the
quality of the fit for the background, for all data, and for the
signal-enhanced subsamples.
An independent measurement of the S-wave fraction is

described in Appendix C and the result is in agreement
with FS determined from the maximum-likelihood fit.

D. Systematic uncertainties

There are several possible sources of systematic uncer-
tainty in the measurements. These uncertainties are esti-
mated as described below.
(i) Flavor tagging: The measured flavor mistag

fraction suffers from uncertainties due to the limited
number of events in the data samples for the decay

B0
d ! �	Dð�Þ�. The nominal calibration of the

flavor-tagging dilution is determined as a weighted
average of four samples separated by the running
period. As an alternative, we use two separate
calibration parameters, one for the data collected in
running periods IIa and IIb1, and one for the
IIb2 and IIb3 data. We also alter the nominal
parameters by their uncertainties. We find the
effects of the changes to the flavor mistag variation
negligible.

(ii) Proper decay-time resolution: Fit results can be
affected by the uncertainty of the assumed proper
decay-time resolution function. To assess the effect,
we have used two alternative parametrizations

TABLE III. Maximum-likelihood fit results for the BDT selection. The uncertainties are
statistical.

Parameter Default �AðtÞ �BðtÞ �� ¼ 8:52 MeV

jA0j2 0:553� 0:016 0:553� 0:016 0:552� 0:016 0:553� 0:016
jAkj2=ð1� jA0j2Þ 0:487� 0:043 0:483� 0:043 0:485� 0:043 0:487� 0:043
��s (ps) 1:417� 0:038 1:420� 0:037 1:417� 0:037 1:408� 0:434
��s ðps�1Þ 0:151� 0:058 0:136� 0:056 0:145� 0:057 0:170� 0:067
FS 0:147� 0:035 0:149� 0:034 0:147� 0:035 0:147� 0:035

TABLE IV. Maximum-likelihood fit results for the Square-cuts sample.

Parameter Default �AðtÞ �BðtÞ �� ¼ 8:52 MeV

jA0j2 0:566� 0:017 0:564� 0:017 0:567� 0:017 0:566� 0:017
jAkj2=ð1� jA0j2Þ 0:579� 0:048 0:579� 0:048 0:577� 0:048 0:579� 0:048
��s (ps) 1:439� 0:039 1:450� 0:038 1:457� 0:037 1:438� 0:042
��s ðps�1Þ 0:199� 0:058 0:194� 0:057 0:185� 0:056 0:202� 0:060
FS 0:175� 0:035 0:169� 0:035 0:171� 0:035 0:175� 0:035
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FIG. 7 (color online). The distributions in the background (B0
s mass sidebands) region of candidate mass, proper decay time, decay-

time uncertainty, transversity polar and azimuthal angles, and cosc for the BDT sample. The curves show the prompt (black dashed)
and non-prompt (red dotted) components, and their sum (blue solid).

FIG. 8 (color online). Invariant mass, proper decay time, and proper decay-time uncertainty distributions for B0
s candidates in the

(top) BDT sample and (bottom) Square-cuts sample. The curves are projections of the maximum-likelihood fit. Shown are the signal
(green dashed-dotted curve), prompt background (black dashed curve), non-prompt background (red dotted curve), total background
(brown long-dashed curve), and the sum of signal and total background (solid blue curve).
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FIG. 9 (color online). Distributions of transversity polar and azimuthal angles and cosc for B0
s candidates in the BDT sample (top)

and Square-cuts sample (bottom). The curves are projections of the maximum-likelihood fit. Shown are the signal (green dashed-
dotted curve), total background (brown long-dashed curve) and the sum of signal and total background (blue solid curve).
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FIG. 10 (color online). Distributions of transversity polar and azimuthal angles and cosc for B0
s candidates in the BDT sample (top)

and Square-cuts sample (bottom). The signal contribution is enhanced, relative to the distributions shown in Fig. 9, by additional
requirements on the reconstructed mass of the B0

s candidates (5:31<MðB0
sÞ< 5:43 GeV) and on the proper time t > 1:0 ps. The

curves are projections of the maximum-likelihood fit. Shown are the signal (green dashed-dotted curve), total background (brown long-
dashed curve) and the sum of signal and total background (blue solid curve).
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obtained by random sampling of the resolution
function.

(iii) Detector acceptance: The effects of imperfect
modeling of the detector acceptance and
of the selection requirements are estimated by
investigating the consistency of the fit results for
the sample based on the BDT selection and
on the Square-cuts selection. Although the overlap
between the two samples is 70%, and some statis-
tical differences are expected, we interpret the dif-
ferences in the results as a measure of systematic
effects.
The two event selection approaches have different
merits. The BDT-based approach uses more infor-
mation on each event, and hence it allows a higher
signal yield at lower background. However, it ac-
cepts signal events of lower quality (large vertex 2

or proper decay-time uncertainty) that are rejected
by the Square-cuts. Also, the BDT-based approach
uses the MðKKÞ distribution as a discriminant in
the event selection, affecting the results for the
parameters entering the S � P interference term,
particularly the S-wave fraction FS and the phase
parameters.
The main difference between the two samples is in
the kinematic ranges of final-state kaons, and so the
angular acceptance functions and MC weights (see
Appendix B) are different for the two samples.
Imperfections in the modeling of the B0

s decay
kinematics and estimated acceptances, and in the
treatment of the MC weighting, are reflected in
differences between fit results. The differences
are used as an estimate of this class of systematic
uncertainty.

(iv) MðKKÞ resolution: The limited MðKKÞ resolution
may affect the results of the analysis, especially the
phases and the S-wave fraction FS, through the
dependence of the S � P interference term on the
P -wave mass model. In principle, the function of
Eq. (12) should be replaced by a Breit-Wigner
function convoluted with a Gaussian. We avoid
this complication by approximating the smeared
P -wave amplitude by a Breit-Wigner function
where the width �� of Eq. (12) is set to twice the

world-average value to account for the detector
resolution effects. A MC simulation-based estimate
of the scale factor for the event selection criteria
used in this analysis yields a value in the range
1.5–1.7. The resulting complex integral of the
S � P interference has an absolute value behavior
closer to the data, but a distorted ratio of the real
and imaginary parts compared to Eq. (12). We
repeat the fits using this altered�ð1020Þ propagator
as a measure of the sensitivity to the MðKKÞ
resolution.

Tables III and IV compare results for the default fit and
the alternative fits discussed above. The differences be-
tween the best-fit values provide a measure of systematic
effects. For the best estimate of the credible intervals for all
the measured physics quantities, we conduct MCMC stud-
ies described in the next section.
Other sources of systematic uncertainties like the

functional model of the background mass, lifetime, and
angle distributions were studied and give a negligible
contribution.

VII. BAYESIAN CREDIBILITY INTERVALS
FROM MCMC STUDIES

The maximum-likelihood fit provides the best values of
all free parameters, including the signal observables and
background model parameters, their statistical uncertain-
ties, and their full correlation matrix.
In addition to the free parameters determined in the fit,

the model depends on a number of external constants
whose inherent uncertainties are not taken into account
in a given fit. Ideally, effects of uncertainties of external
constants, such as time resolution parameters, flavor-
tagging dilution calibration, or detector acceptance,
should be included in the model by introducing the ap-
propriate parametrized probability density functions and
allowing the parameters to vary. Such a procedure of
maximizing the likelihood function over the external
parameter space would greatly increase the number of
free parameters and would be prohibitive. Therefore, as a
trade-off, we apply a random sampling of external pa-
rameter values within their uncertainties, we perform the
analysis for thus created ‘‘alternative universes,’’ and we
average the results. To do the averaging in the multi-
dimensional space, taking into account non-Gaussian
parameter distributions and correlations, we use the
MCMC technique.

A. The method

The MCMC technique uses the Metropolis-Hastings
algorithm [45] to generate a sample representative to a
given probability distribution. The algorithm generates a
sequence of ‘‘states,’’ a Markov chain, in which each state
depends only on the previous state.
To generate a Markov chain for a given data sample, we

start from the best-fit point ~x. We randomly generate a
point ~x0 in the parameter space according to the multi-
variate normal distribution expð�ð ~x0� ~xÞ���ð ~x0� ~xÞ=2Þ,
where � is the covariance matrix between the best-fit
current point ~x in the chain and next random point ~x0.
The best-fit point and the covariance matrix are obtained
from a maximum-likelihood fit over the same data sample.
The new point is accepted if Lðx0Þ=LðxÞ> 1, otherwise it
is accepted with the probabilityLðx0Þ=LðxÞ. The process is
continued until a desired number of states is achieved. To
avoid a bias due to the choice of the initial state, we discard
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FIG. 11 (color online). Profiles of �Ms, ��s, ��s, cos�?, cos�s, and FS, for ��s > 0, versus �J=c�
s from the MCMC simulation for

the BDT selection data sample.

FIG. 12 (color online). Profiles of �Ms, ��s, ��s, cos�?, cos�s, and FS, for ��s < 0, versus �J=c�
s from the MCMC simulation for

the BDT selection data sample.
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the early states which may ‘‘remember’’ the initial state.
Our studies show that the initial state is ‘‘forgotten’’ after
approximately 50 steps. We discard the first 100 states in
each chain.

B. General properties of MCMC chains for
the BDT-selection and Square-cuts samples

We generate 8 MCMC chains, each containing 1� 106

states: a nominal and three alternative chains each for the
BDT-selection and Square-cuts samples, according to the
fit results presented in Tables III and IV.

Figures 11 and 12 illustrate the dependence of�J=c�
s on

other physics parameters, in particular, on cos�? and
cos�s. Each point shows the Markov Chain representation
of the likelihood function integrated over all parameters

except the parameter of interest in a slice of �J=c�
s . For

clarity, the profiles are shown for ��s > 0 and ��s < 0
separately. The distributions for the Square-cuts sample are
similar. We note the following salient features of these
correlations for ��s > 0:

(a) A positive correlation between �J=c�
s and �Ms,

with the best fit of �J=c�
s changing sign as �Ms

increases (see also Fig. 26 in Appendix D)

(b) A correlation between j�J=c�
s j and ��s, with the

highest ��s occurring at �J=c�
s ¼ 0.

(c) For �J=c�
s near zero, j��sj increases with j�J=c�

s j.
(d) A strong positive correlation between �J=c�

s and

cos�? near �J=c�
s ¼ 0, with �J=c�

s changing sign
as the average cos�? increases between �0:8 and
þ0:8. For the related decay B0

d ! J=cK� the mea-

sured value is cos�? ¼ �0:97. This indicates that a
constraint of cos�? to the B0

d ! J=cK� value

would result in �J=c�
s < 0 with a smaller

uncertainty.

(e) A strong positive correlation between �J=c�
s and

cos�s near �J=c�
s ¼ 0, with �J=c�

s changing sign
as the average cos�s increases between �0:4 and
þ0:4.

(f) Aweak correlation between �J=c�
s and FS, with FS

a few percent lower for �J=c�
s < 0.

While we do not use any external numerical constraints
on the polarization amplitudes, we note that the best-fit
values of their magnitudes and phases are consistent with
those measured in the Uð3Þ-flavor related decay B0

d !
J=cK� [34], up to the sign ambiguities. Reference [46]
predicts that the phases of the polarization amplitudes in
the two decay processes should agree within approxi-
mately 0.17 radians. For �?, our measurement gives
equivalent solutions near � and near zero, with only the
former being in agreement with the value of 2:91� 0:06
measured for B0

d ! J=cK� by B factories. Therefore, in

the following we limit the range of �? to cos�? < 0.

To obtain the credible intervals for physics parameters,
taking into account non-Gaussian tails and systematic
effects, we combine the MCMC chains for the nominal
and alternative fits. This is equivalent to an effective aver-
aging of the resulting probability density functions from
the fits. First, we combine the four MCMC chains for each

FIG. 13 (color online). Two-dimensional 68%, 90%, and 95%
credible regions for (a) the BDT selection and (b) the Square-
cuts sample. The standard model expectation is indicated as a
point with an error.

FIG. 14 (color online). Two-dimensional 68%, 90%, and 95%
credible regions including systematic uncertainties. The standard
model expectation is indicated as a point with an error.
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sample. We then combine all eight chains, to produce the
final result.

C. Results

Figure 13 shows 68%, 90%, and 95% credible regions in

the ð�J=c�
s ;��sÞ plane for the BDT-based and for the

Square-cuts samples. The point estimates of physics pa-
rameters are obtained from one-dimensional projections.
The minimal range containing 68% of the area of the
probability density function defines the one standard de-
viation credible interval for each parameter, while the most
probable value defines the central value.

The large correlation coefficient (0.85) between the two
phases, �? and �s, prevents us from making separate point
estimates. Their individual errors are much larger than the
uncertainty on their difference. For the BDT selection, the
measured S-wave fraction FSðeffÞ is an effective fraction

of the KþK� S-wave in the accepted sample, in the mass
range 1:01<MðKþK�Þ< 1:03 GeV. It includes the ef-
fect of the diminished acceptance for the S-wave with
respect to the P -wave in the event selection.
This procedure gives the following results for the BDT-

based sample:

��s¼1:426þ0:035
�0:032 ps; ��s¼0:129þ0:076

�0:053 ps
�1;

�J=c�
s ¼�0:49þ0:48

�0:40; jA0j2¼0:552þ0:016
�0:017;

jAkj2¼0:219þ0:020
�0:021; �k ¼3:15�0:27;

cosð�?��sÞ¼�0:06�0:24; FSðeffÞ¼0:146�0:035:

FSðeffÞ in this case refers to the ‘‘effective’’ FS since it is
not a physical parameter: the BDT cut on the phi mass
leads to the measurement of FS in this case to depend
on the efficiency of the selection to nonresonant B0

s !
J=cKþK�.

TABLE V. Variables used to train the prompt BDT, ranked by their importance in the training.

Rank Variable Importance Separation

1 KK invariant mass 0.3655 0.3540

2 Maximum �R between either K meson and the B0
s candidate 0.1346 0.4863

3 Isolation using the maximum �R between either K and the B0
s 0.0390 0.1784

4 Uncorrected pT of the B0
s 0.0346 0.3626

5 Minimum �R between either K and the B0
s 0.0335 0.4278

6 pT of the trailing K meson 0.0331 0.4854

7 pT of the � meson 0.0314 0.4998

8 pT of the leading K meson 0.0283 0.4884

9 Trailing muon momentum 0.0252 0.0809

10 pT of the leading muon 0.0240 0.1601

11 Maximum �R between either muon and the B0
s 0.0223 0.1109

12 Maximum 2 of either K meson with the J=c vertex 0.0217 0.0162

13 Dimuon invariant mass 0.0215 0.0145

14 Maximum 2 of either of the K candidate track 0.0213 0.021

15 B0
s isolation using the larger K=Bs �R and tracks from the PV 0.0207 0.1739

16 pT of the J=c meson 0.0205 0.1809

17 Minimum �R between either muon and the B0
s candidate 0.0188 0.1023

18 Trailing K momentum 0.0105 0.3159

19 2 of the B0
s candidate vertex 0.0093 0.0119

20 B0
s isolation using �R < 0:75 0.0084 0.0241

21 Minimum 2 of the J=c vertex with either K 0.0081 0.0069

22 pT of the trailing muon 0.0079 0.0922

23 Minimum of the 2 of the J=c and � vertices 0.0073 0.0057

24 Isolation using �R< 0:5 0.0070 0.0405

25 Uncorrected B0
s total momentum 0.0068 0.2103

26 Minimum 2 of either K track fit 0.0065 0.0266

27 Isolation using �R< 0:5 and particles from the PV 0.0057 0.0401

28 Leading K meson momentum 0.0051 0.3217

29 Leading muon momentum 0.0048 0.0908

30 � meson momentum 0.0048 0.3233

31 Maximum 2 of the J=c or � vertices 0.0044 0.0061

32 Isolation using �R < 0:75 and particles from the PV 0.0037 0.0259

33 J=c meson momentum 0.0037 0.1004
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The one-dimensional estimates of physics parameters
for the Square-cuts sample are:

��s¼1:444þ0:041
�0:033 ps; ��s¼0:179þ0:059

�0:060 ps
�1;

�J=c�
s ¼�0:56þ0:36

�0:32; jA0j2¼0:565�0:017;

jAkj2¼0:249þ0:021
�0:022; �k ¼3:15�0:19;

cosð�?��sÞ¼�0:20þ0:26
�0:27; FS¼0:173�0:036:

To obtain the final credible intervals for physics parame-
ters, we combine all eight MCMC chains, effectively aver-
aging the probability density functions of the results of the
fits to the BDT- and Square-cuts samples. Figure 14 shows

68%, 90%, and 95% credible regions in the ð�J=c�
s ;��sÞ

plane. The p-value for the SM point [47] ð�J=c�
s ;��sÞ ¼

ð�0:038; 0:087 ps�1Þ is 29.8%. The one-dimensional 68%
credible intervals are listed in Sec. VIII below.

VIII. SUMMARYAND DISCUSSION

We have presented a time-dependent angular analysis of
the decay process B0

s ! J=c�. We measure B0
s mixing

parameters, average lifetime, and decay amplitudes. In
addition, we measure the amplitudes and phases of the
polarization amplitudes. We also measure the level
of the KK S-wave contamination in the mass range
(1.01–1.03) GeV, FS. The measured values and the 68%
credible intervals, including systematic uncertainties, with
the oscillation frequency constrained to �Ms ¼ 17:77�
0:12 ps�1, are

TABLE VI. Variables used to train the non-prompt BDT, ranked by their importance in the training.

Rank Variable Importance Separation

1 KK invariant mass 0.2863 0.3603

2 B0
s isolation using the larger K=Bs �R and tracks from the PV 0.1742 0.4511

3 Minimum dE=dx of either K 0.0778 0.1076

4 2 of B0
s 0.0757 0.2123

5 pT of the � meson 0.0559 0.4856

6 pT of the leading K meson 0.0504 0.4745

7 Isolation using the maximum �R between either K and the B0
s 0.0429 0.4468

8 pT of the trailing K meson 0.0350 0.4774

9 Maximum 2 of either K meson with the J=c vertex 0.0260 0.2051

10 Isolation using �R< 0:5 and particles from the PV 0.0229 0.1703

11 Isolation using �R < 0:75 and tracks from the PV 0.0154 0.2238

12 Minimum 2 of of either K with the J=c vertex 0.0151 0.1308

13 Minimum �R between either K meson and the B0
s candidate 0.0115 0.3104

14 Dimuon invariant mass 0.0099 0.0190

15 Total momentum of the � meson 0.0091 0.3307

16 pT of the J=c meson 0.0089 0.1198

17 Trailing muon momentum 0.0082 0.0594

18 Isolation using �R< 0:5 0.0073 0.1695

19 Maximum �R between either K meson and the B0
s candidate 0.0070 0.3794

20 Maximum dE=dx of either K meson 0.0069 0.0528

21 Trailing K meson momentum 0.0068 0.3253

22 J=c vertex 2 0.0063 0.0057

23 Leading K meson momentum 0.0058 0.3277

24 Maximum 2 of either K candidate track 0.0054 0.0267

25 Isolation using �R < 0:75 0.0046 0.2203

26 Minimum �R between either muon and the B0
s candidate 0.0041 0.0729

27 Minimum 2 of either K candidate track 0.0039 0.0284

28 uncorrected pT of B0
s candidate 0.0036 0.2485

29 pT of the trailing muon 0.0029 0.0702

30 J=c momentum 0.0027 0.0645

31 Maximum �R between either muon and the B0
s candidate 0.0026 0.0872

32 Vertex 2 of the � meson 0.0017 0.0098

33 Uncorrected B0
s momentum 0.0014 0.1675

34 pT of the leading muon 0.0011 0.1008

35 Leading muon momentum 0.0009 0.0547
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��s¼1:443þ0:038
�0:035 ps; ��s¼0:163þ0:065

�0:064 ps
�1;

�J=c�
s ¼�0:55þ0:38

�0:36; jA0j2¼0:558þ0:017
�0:019;

jAkj2¼0:231þ0:024
�0:030; �k ¼3:15�0:22;

cosð�?��sÞ¼�0:11þ0:27
�0:25; FS¼0:173�0:036;

(13)

The p-value for the SM point ð�J=c�
s ;��sÞ ¼

ð�0:038; 0:087 ps�1Þ is 29.8%.
In the previous publication [26], which was based on a

subset of this data sample, we constrained the strong
phases to those of B0

d ! J=cK�, whereas this analysis

has a large enough data sample to reliably let them float.
Also, the previous publication did not have a large enough
data sample to allow for the measurement of a significant
level of KK S-wave, whereas it is measured together with
its relative phase in the current analysis. The results super-
sede our previous measurements.

Independently of the maximum-likelihood analysis,
we make an estimate of the nonresonant KþK� in the
final state based on the MðKKÞ distribution of the B0

s

signal yield. The result of this study (Appendix C) is

consistent with the result of the maximum-likelihood
fit shown above.
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APPENDIX A: BDT DISCRIMINANTS

Two BDT discriminants are used to reject background.
One is trained to remove the prompt background (the

FIG. 15 (color online). The distributions of the six most important variables used in the BDT trained on prompt J=c production for
the B0

s ! J=c� signal (solid blue) and prompt J=c events (red dashed) histograms.
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‘‘prompt BDT’’), and the other is trained to remove in-
clusive B decays (the ‘‘inclusive BDT’’). The prompt BDT
uses 33 variables, listed in Table V. The inclusive BDTuses
35 variables, listed in Table VI. In these tables, �R is

defined as �R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið��Þ2 þ ð��Þ2p
, where � is the pseu-

dorapidity and � is the azimuthal angle. The term
‘‘uncorrected’’ refers to the correction due to the J=c
mass constraint. ‘‘Leading’’ (‘‘trailing’’) muon or kaon
refers to the particle with larger (smaller) pT , and dE=dx
is the energy loss per unit path length of a charged particle
as it traverses the silicon detector. Isolation is defined as
pðBÞ=P<�Rp, where pðBÞ is the sum of the momenta
of the four daughter particles of the B0

s candidate,
and the sum is over all particles within a cone defined
by �R, including the decay products of the B0

s candidate.
The tables also show the importance and separation for
each variable. The separation hS2i of a classifier y is
defined as

hS2i ¼ 1

2

Z ðŷSðyÞ � ŷBðyÞÞ2
ŷSðyÞ þ ŷBðyÞ dy; (A1)

where yS is the output of the discriminant function for
signal events and yB is the discriminant function for back-
ground. The importance of each BDT input variable is
derived by counting in the training how often the variable
is used to split decision-tree nodes and by weighting each
split occurrence by its separation gain squared and by the
number of events in the node.
The distributions for the six most important variables in

training on prompt J=c decays are shown in Fig. 15. The
distributions for the six most important variables in the
training on inclusive B ! J=cX decays are shown in
Fig. 16.
Figure 17 compares the shapes of the distributions of the

three angular variables and the lifetime, before and after
the BDT requirements. The figures show that the BDT
requirements do not affect these differential distributions
significantly.

APPENDIX B: DETECTOR ACCEPTANCE

We take into account the shaping of the signal distribu-
tion by the detector acceptance and kinematic selection by

FIG. 16 (color online). The distributions of the six most important variables used in the BDT trained on inclusive B ! J=cX decays
for the B0

s ! J=c� signal (solid blue) and inclusive B ! J=cX decays (red dashed) histograms.

MEASUREMENT OF THE CP-VIOLATING PHASE . . . PHYSICAL REVIEW D 85, 032006 (2012)

032006-19



introducing acceptance functions in the three angles of the
transversity basis. The acceptance functions are derived
from Monte Carlo simulation. Because of the event trig-
gering effects, the momentum spectra of final-state objects
in data are harder than in MC. We take into account
the difference in the pT distribution of the final-state

objects in data and MC by introducing a weight factor as
a function of pTðJ=c Þ, separately for the central
[j�ð�leadingÞj< 1] and forward regions. The weight factor

is derived by forcing an agreement between the J=c
transverse momentum spectra in data and MC. The behav-
ior of the weight factor as a function of pTðJ=c Þ for the
BDT-based selection, for the central and forward regions,
is shown in Fig. 18.
Figure 19 shows the background-subtracted pT

distributions of the leading and trailing muon and leading
and trailing kaon, in the central region. There is a good
agreement between data and MC for all final-state particles
after applying the weight factor. The acceptance in ’ and 

is shown in Fig. 20. The acceptance in c is shown in
Fig. 21.

APPENDIX C: INDEPENDENT ESTIMATE OF FS

In the maximum-likelihood fit, the invariant mass of the
KþK� pair is not used. To do so would require a good
model of the MðKþK�Þ dependence of background, in-
cluding a small �ð1020Þ component, as a function of the
B0
s candidate mass and proper time. However, we can use

FIG. 17 (color online). Test of uniformity of the efficiencies of the BDT selection using a MC sample with �s ¼ �0:5. The figure
shows the ratios of the normalized distributions of (a–c) the three angles and (d) the proper decay length, before and after the BDT
selection.
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the MðKþK�Þ mass information to make an independent
estimate of the nonresonantKþK� contribution in the final
state.

For this study, we use the Square-cuts sample, for which
the event selection is not biased in MðKþK�Þ. Using
events with decay length ct > 0:02 cm to suppress back-
ground, we extract the B0

s signal in two ranges of
MðKþK�Þ: 1:01<MðKKÞ< 1:03 GeV and 1:03<
MðKKÞ< 1:05 GeV. The first range is that used by both
selections, and contains the bulk of the� ! KþK� signal.

The second range will still contain a small Breit-Wigner
tail of � ! KþK�. From the simulated MðKþK�Þ distri-
bution of the B0

s ! J=c� decay, shown in Fig. 22, we
obtain the fraction of the KþK� decay products in the
upper mass range to be 0:061� 0:001 of the total range
1:01<MðKKÞ< 1:05 GeV. The S-wave component is
assumed to be a flat distribution in MðKKÞ across this
range. Given that the widths of the ranges are the same,
the number of candidates due to the S-wave contribution
should be the same for both.
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FIG. 19 (color online). Transverse momentum distributions of the four final-state particles in data (points) and weighted MC (solid
histogram), for the BDT-based event selection.

FIG. 20 (color online). Map of the detector acceptance on the
plane ’� cos
.
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FIG. 21 (color online). Detector acceptance as a function of
cosc . The acceptance is uniform in cosc .

MEASUREMENT OF THE CP-VIOLATING PHASE . . . PHYSICAL REVIEW D 85, 032006 (2012)

032006-21



The B0
s signal in each mass range is extracted by

fitting the B0
s candidate mass distribution to a Gaussian

function representing the signal, a linear function for the
background, and MC simulation-based templates for the
B0 ! J=cK� reflection where the pion from the K� decay
is assumed to be a kaon. The two shape templates used, one
for each mass range, are shown in Fig. 23. The mass
distributions, with fits using the above templates, are
shown in Fig. 24. The fits result in the B0

s yield of 3027�
93 events for 1:01<MðKKÞ< 1:03 GeV and 547� 94
events for 1:03<MðKKÞ< 1:05 GeV. In the mass range
1:01<MðKKÞ< 1:03 GeV, we extract the fraction of
B0
s candidates decaying into nonresonant KK to be

0:12� 0:03. The error includes the uncertainties in the
signal and background modeling. This excess may be due
to an S-wave, or a nonresonant P -wave, or a combination
of both. If we assign it entirely to the S-wave, and assume
it to be independent of MðKKÞ, we obtain the measured
S-wave fraction in the range 1:01<MðKþK�Þ<
1:03 GeV to be FS ¼ 0:12� 0:03.

APPENDIX D: B0
s � �B0

s OSCILLATION

Under the hypothesis of CP conservation in the B0
s

decay, and a possible mixing-induced CP violation, the

nonvanishing CP-violating mixing angle should
manifest itself as a B0

s � �B0
s oscillation with the amplitude

proportional to sinð�J=c�
s Þ. The observed time-dependent

asymmetry �N � NðB0
sÞ � Nð �B0

sÞ ¼ NS � C � sinð�J=c�
s Þ,

is diluted by a product C of several factors: (i) a factor of
ð1� 2jA?j2Þ � ð1� 2FsÞ 	 0:6 � 0:7 due to the presence of
the CP-odd decay, (ii) a factor of � �D2 	 0:03 due to the
flavor-tagging efficiency and accuracy, and (iii) a factor of
expð�ð�Ms�Þ2=2Þ 	 0:2 due to the limited time resolu-
tion. Thus, with NS 	 6000 events, and C 	 0:0025, we
expect NS � C 	 15.
In Fig. 25 we show the proper decay length evolution of

�N in the first 90 �m, corresponding to approximately
twice the mean B0

s lifetime. The curve represents a fit to the
function N0 � sinð�MstÞ � expð�t=�sÞ, with N0 uncon-
strained and with �Ms � 17:77 ps�1. The fit gives
N0 ¼ �6 for the BDT-based sample and �8 for the
Square-cuts sample, with a statistical uncertainty of �4,

corresponding to sinð�J=c�
s Þ ¼ N0=NS � C 	 �0:4� 0:3.

This one-dimensional analysis gives a result for�J=c�
s that

is consistent with the result of the full analysis.
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FIG. 22 (color online). Invariant mass distribution of kaon
pairs from the full simulation of the decay � ! KþK�.
Vertical dashed lines delineate the two MðKKÞ invariant mass
bins considered.

FIG. 23. The simulated distributions of the invariant mass
of the B0

d ! J=cK� decay products reconstructed under the

B0
s ! J=c� hypothesis for 1:01<MðKKÞ< 1:03 GeV (left)

and 1:03<MðKKÞ< 1:05 GeV (right). The curves are results
of fits assuming a sum of two Gaussian functions.

FIG. 24 (color online). Invariant mass distributions of B0
s can-

didates with decay length ct > 0:02 cm for 1:01<MðKKÞ<
1:03 GeV (left) and 1:03<MðKKÞ< 1:05 GeV (right). Fits to a
sum (black line) of a Gaussian function representing the signal
(red), an MC simulation-based template for the B0 ! J=cK�
reflection (green line), and a linear function representing the
background are used to extract the B0

s yield.

FIG. 25 (color online). Proper decay length evolution of the
difference �N ¼ NðB0

sÞ � Nð �B0
sÞ in the first 0.09 cm (3 ps) for

the Square-cuts sample. The curve represents the best fit to the
oscillation with the frequency of �Ms ¼ 17:77 ps�1.
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Following the Amplitude Method described in
Ref. [48], we fit the above distributions at discrete
values of �Ms, and plot the fitted value of N0 as a function

of the probe frequency. The results are shown in

Fig. 26. There is an undulating structure, with no signifi-

cantly large deviations from zero. At�Ms near 17:77 ps�1

the data prefer a negative oscillation amplitude (and hence

a negative value of sin�J=c�
s ). The statistical uncertainty

of the result of this simple approach does not take
into account uncertainties of the dilution factors, related
to the time resolution, CP-odd fraction, and the S-wave
fraction.
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1

of data collected with the DØ detector2
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(Dated: February 29, 2012)5

An update measurement of the B0
s lifetime is presented using 8.0 fb−1 of data collected by the

DØ detector during Run II of the Tevatron collider at the Fermi National Accelerator Laboratory
from 2002 to 2010. The Tevatron collides protons with anti-protons at energy of center of mass
of 1.96 TeV. It is used a sample of semi-leptonic decays B0

s → D+
s µ

−X, where the B0
s can not

be completely reconstructed. A K factor is introduced to take account of this issue. A Maximum
Likelihood fit is performed to measure the flavor-specific lifetime. The obtained central value of the
flavor-specific lifetime is or τBs = 1.448 ps ± 0.014 ps(stat.) ± 0.023 ps(syst.), this measurement is
dominated by the systematic uncertainty.

I. INTRODUCTION6

This note describes a measurement of the B0
s lifetime in pp̄ collisions at

√
s = 1.96TeV with the DØ detector at7

Fermilab. The sample is composed by several partial semi-leptonic decays of the form B0
s → D+

s µX. To estimate the8

number of D+
s candidates a Maximum Likelihood fit is performed. The sample yields more than 35000 D+

s candidates.9

In the semi-leptonic decays there is an amount of momentum carried by neutral particles that can not be measured10

with the DØ detector. To properly account for this momentum imbalance a K factor, computed from Monte Carlo11

simulation samples ,is introduced. In addition to the B0
s decays that form the signal, there are other meson decays12

that contribute to the D+
s mass peak. The Monte Carlo samples are also used to estimate the fractions of the different13

decays that contribute to the D+
s candidates.14

FInally, a Maximum Likelihood fit over the pseudo-proper decay length distribution is performed to estimate the B0
s15

lifetime. The fit is tested measuring the B0
d lifetime. The systematic uncertainties are due to the sample composition,16

the combinatoric background modeling, the resolution modeling and the K factor determination.17
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II. MOTIVATION18

The Bs system is a combination of two states with two different masses, ML and MH , and two different decay
widths, ΓL and ΓH . If the initial state is not tagged and neglecting CP -violation, the decay rate to a final mode f
can be written as

PB0
sB̄

0
s−→f (t) = Ae−ΓLt +Be−ΓHt, (1)

where A and B are the amplitudes of the states BL and BH respectively. Theses states are almost CP eigenstates.
So, if the lifetime is measured experimentally with only one exponential, then there is a dependence of the lifetime
on the composition of the final mode f [1],

τB0
s→f =

A 1
Γ2
L

+B 1
Γ2
H

A 1
ΓL

+B 1
ΓH

. (2)

In the case of semi-leptonic modes A = B, so the result simplifies to

τB0
s→SL =

1

Γ

1 + (∆Γ
2Γ )2

1− (∆Γ
2Γ )2

, (3)

where Γ = (ΓL + ΓH)/2 and ∆Γ = ΓL − ΓH . So, should be noted that τB0
s→SL is always larger than τB0

s
= 1/Γ.19

On the other hand, in the framework of the Heavy Quark Expansion Theory (HQET) the decay rate of the b-mesons
is calculated in a expansion of the heavy b-quark mass:

1

τ
= Γ = Γ0 +

Λ2

m2
b

Γ2 +
Λ3

m3
b

Γ3 + . . . , (4)

where Γ0 is interpreted as the decay rate of a free b-quark. The lifetime ratio of two given heavy mesons is read as:20

τ1
τ2

= 1 +
λ3

m3
b

(Γ0
3 + Γ

(1)
3 + . . .) +

Λ4

m4
b

(Γ4 + . . .) + . . . . (5)

In the case of τB0
s

and τB0
d
, according to the results of the quenched lattice-QCD calculation [2, 3], the ratio is restricted21

to22

−0.0004 <
τB0

s

τB0
d

− 1 < 0. (6)

So, if we use equation 3 and inequality 6 we can conclude that τB0
sSL

should always be almost equal or larger than23

τB0
d
. So, a high precision measurement of the B0

s lifetime, can be used to test these models. From this point, otherwise24

is explicitly stated, τ0
Bs

will refer to the flavor-specific lifetime measured with semi-leptonic decays.25

The lifetime of the meson B0
d is known experimentally with a precision of better than 1% [4]. The world average

reported by the Particle Data Group [5] is τB0
d

= 1.519±0.007ps .On the experimental part of B0
s lifetime it is reported

that the flavor specific measurement lifetime is τB0
s

= 1.417± 0.042ps. With this two values, the lifetimes ratio gives

τB0
s

τB0
d

= 0.933± 0.028. (7)

III. THE D0 DETECTOR26

The D0 detector consists of a magnetic central-tracking system, two pre shower detectors, three liquid-27

argon/uranium calorimeters, a muon system and a luminosity detector.28

The central-tracking system is comprised of a silicon micro-strip tracker and a central fiber tracker, both located29

within a 1.9 T superconducting solenoidal magnet. The SMT has approximately 800000 individual strips, with typical30

pitch of 50 to 80 µm, and designed to optimize the capabilities for track and vertex reconstruction at absolute η < 2.5,31

where η = ln[tan(θ/2)], and θ is the polar angle with respect to the proton beam direction. The system has a six-barrel32
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longitudinal structure, each with a set of four layers arranged axially around the beam pipe, and interspersed with33

14 radial disks. The innermost silicon detector layer is known as layer 0, was introduced in 2006 and surrounds the34

beryllium beam pipe with single-sided sensors staggered at radii 1.6 and 1.76 cm.35

The CFT has eight thin coaxial barrels, each supporting two doublets of overlapping scintillating fibers of 835µm36

in diameter, one doublet being parallel to the collision axis, and the other alternating by ±3ø relative to the axis.37

Light signals are transferred via clear fibers to solid-state photon counters that have approximately 80% quantum38

efficiency.39

Central and forward pre-shower detectors located just outside of the superconducting coil (in front of the calorime-40

try) are constructed of several layers of extruded triangular scintillator strips that are read out using wavelength-41

shifting fibers and VLPCs.42

The next layer of detection involves three liquid-argon/uranium calorimeters: a central section covering absolute η43

up to approximately 1.1, and two end calorimeters that extend the coverage up to 4.2, all housed in separate cryostats.44

In addition to the pre-shower detectors, scintillators between the central calorimeter and end calorimeter cryostats45

provide sampling of developing showers at absolute 1.1 < |η| < 1.4.46

A muon system resides beyond the calorimetry, and consists of a layer of tracking detectors and scintillation trigger47

counters before 1.8 T toroids, followed by two similar layers after the toroids. Tracking at absolute η < 1 relies on48

10 cm wide drift tubes, while 1 cm mini-drift tubes are used beyond η = 1 and up to 2.49

Luminosity is measured using plastic scintillator arrays located in front of the end calorimeter cryostats, covering50

2.7 < |η| < 4.4.51

Trigger and data acquisition systems are designed to accommodate the high luminosities of Run II. Based on52

preliminary information from tracking, calorimetry, and muon systems, the output of the first level of the trigger is53

used to limit the rate for accepted events to approximately 2 kHz.54

At the next trigger stage, with more refined information, the rate is reduced further to approximately 1 kHz. These55

first two levels of triggering rely mainly on hardware and firmware. The third and final level of the trigger, with56

access to all the event information, uses software algorithms and a computing farm, and reduces the output rate to57

approximately 100 to 150 Hz, which is written to tape.58

IV. DATA SELECTION AND RECONSTRUCTION59

The update of this measurement is done using 8.0fb−1 of data collected with the DØ detector from 2002 to 2010.60

We take reconstructed events consistent with the decay mode Bs → D+
s µ
−X. We take the muphipi lifetime-tag B-61

group skims in http://www-d0.fnal.gov/~markw/d0_private/bgroup_webpage/SAM_access/skim_defs.html. To62

process them we use the AATrack package. This skim was prepared removing all possible requirements, which could63

induce a bias the lifetime measurement. To select the events, first we look for a muon, then two tracks of opposite64

charge, that will be assigned as kaons coming from a φ, and finally a charged track that will be assigned the pion65

mass, and will be combined with the φ candidate to form a D−s candidate. The muon candidate is selected to pass66

the following cutoffs:67

• required to be detected in the layer inside the toroid and at least in one layer outside the toroid,nseg = 3;68

• carrying transverse momentum pT > 2.0 GeV/c,69

• carrying total momentum p > 3.0 GeV/c,70

• having at least 2 hits in the CFT, N(CFT) > 1,71

• having at least 2 hits in the SMT, N(SMT) > 1,72

• at least one central track matched,73

• having χ2 < 25 in the global muon fit.74

Each of the two oppositely charged tracks consistent with coming from the φ, identifying them as kaons, must pass75

the following cuts:76

• the invariant mass of the combined tracks must lay between, 1.008 GeV/c2 < M(K+K−) < 1.032 GeV/c2,77

• carrying transverse momentum pT > 1.0 GeV/c,78

• having at least 2 hits in the CFT, N(CFT) > 1,79
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• having at least 2 hits in the SMT, N(SMT) > 1,80

The additional charged track, the pi candidate, must pass:81

• carrying transverse momentum pT > 0.7 GeV/c,82

• having at least 2 hits in the CFT, N(CFT) > 1,83

• having at least 2 hits in the SMT, N(SMT) > 1,84

• the combination of this track with the φ candidate must fulfill 1.6 GeV/c2 < M(φπ) < 2.3 GeV/c2,85

• the χ2 of the vertex fit has to be smaller than 16.26,86

in addition87

• the invariant mass of the combination of the muon candidate with the D−s candidate has to be 3 GeV/c2 <88

M(D−s µ) < 5 GeV/c2,89

• the χ2 of the vertex fit hast to be smaller than 15.1390

All tracks have to be in the same jet, and be associated with the same primary vertex. At this point we have not91

made any restriction on the charge of the µ and π, however for the B0
s these two tracks have to have opposite charge,92

but we also keep the wrong combination sample to help modeling the background. In the right sign sample the93

reconstructed D−s is required to be displaced from the primary vertex in the same direction of its momentum in order94

to get some suppression of combinatoric background.95

96

V. MONTE CARLO SAMPLES97

We need to generate simulated events in order to study the different contributions of the all the possible decay98

channels that can contribute to our data sample and to get the k-factor distributions the are used to correct the99

pseudo proper decay length computed in our selection program. We have generated MC samples using PYTHIA [6]100

for the production and hadronization phase, and EvtGen for decaying the b and c hadrons. We generated B0
s meson101

samples with cτ = 439 microns, and no mixing. The signal sample includes contributions from D−s µ
+ν, D∗−s µ+ν,102

D∗−s0 µ
+ν, D

′−
s1 µ

+ν and D
(∗)−
s τ+ν.103

To be able to evaluate non-combinatorial backgrounds, additional processes were generated including B̄0 →104

D
(∗)−
s D(∗)+, and B̄− → D

(∗)−
s D(∗)0X, where the ”right-sign” D−s µ

+ combination can be obtained by allowing D(∗)+/0
105

to decay semileptonically. The Bs → D
(∗)−
s D

(∗)+
s X and Bs → D

(∗)−
s D

(∗)+/0
s X processes were also generated.106

To be able to fully simulate these samples some kinematic cuts were applied prior to D0gstar, (using d0 mess filter):107

muons had to have pT > 1.9 GeV/c and |η| < 2.1, the kaons (and pions) from φ(D−s ) had to have pT > 0.6GeV/c108

and |η| < 3.0, and the pT of the D−s had to be greater than 1.0GeV/c. The samples were then processed using the109

standard full chain procedure D0gstar-D0simD0reco. All samples were generated as private production but following110

the official production criteria.111

The produced thumbnails were then filtered using the same procedure as in data, described in previous section,112

above.113

VI. PSEUDO PROPER DECAY LENGTH AND K-FACTOR114

The Bs lifetime, τ , is given in terms of the decay length, L, by the relation,115

L = cτβγ = cτ
p

m
, (8)

where cτ is the proper decay length, m the invariant mass, and p the total linear momentum. Using the projection116

in the transverse plane, this relation is changed to117

Lxy = cτ
pT
m
, (9)



5

where pT is the transverse momentum of the Bs, and Lxy is the so-called transverse decay length. The transverse118

decay length is, in general, given by the relation119

Lxy =
~X · ~pT
|~pT |

, (10)

where ~X is the displacement vector from the primary to the secondary vertex in that transverse plane. In this case,120

as we use the semileptonic channel, we can not fully reconstruct the B0
s momentum, due to this we use the combined121

momentum of the muon and D−s meson, ~pT (D±s µ
∓) as our best approximation of B0

s momentum. In order to model122

this effect in the fit, a correction factor, K, has to be introduced. The definition of this K factor is given by:123

K =
pT (D−s µ)

pT (B0
s )

, (11)

and is computed using Monte Carlo events. Taking this into account, we can find the B0
s lifetime with.124

cτ = Kλ =
~X · ~pT (D−s µ)

|~pT (D−s µ)| , (12)

where λ is called pseudo-proper decay length. The K-factor correction is applied statistically by smearing the expo-125

nential decay distribution as described below when extracting the cτ(B0
s ) from the pseudo-proper decay length in the126

lifetime fit.127

We use the MC samples described in Sec. V, where the B0
s has been decayed semileptonically through D−s , D∗s ,128

D∗s0, and D
′∗
s1.129

VII. K-FACTORS130
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FIG. 1: K-factor distributions of the decays contributing to the signal. All the histograms are normalized
considering the contributions from table I. The black histogram shows the total K-factor of the signal.

The decay modes that are considered in our signal, include at least one particle that we cannot detect. As a131

result is necessary to use a correction factor, the so-called K-factor, to take into account the deficit of momentum132

corresponding to the undetected neutrino. The K factor is computed using MC samples for those decays that form133

the D−s meson mass peak. The signal decays that contribute to the D−s meson peak are listed in table I.134
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Decay Mode BR Contribution to Signal
D−
s µ

+νµ (2.20± 0.17)% (27.5± 2.4)%
D∗−
s µ+νµ (5.27± 0.23)% (66.1± 4.4)%

D
(∗)−
s(J) µ

+νµ (0.03± 0.42)% (0.4± 5.3)%

D
(∗)−
s τ+ντ × (τ+ → µ+ν̄µντ ) (2.65± 1.28)%× (17.36± 0.5)% = (0.40± 0.22)% (5.9± 2.7)%

TABLE I: Branching fractions of the decays that contribute to the signal. The total branching ratio of all these
modes is (7.90± 0.55)% and they contribute to the (80.51± 2.11)% of the events in the D+

s mass peak.

The reconstruction efficiency times the MC production efficiency of the signal is εprodεreco = 11.9983× 10−5 , and135

we estimate that the signal contribution to the sample is (80.51 ± 2.11)%. Also we need to compute a K factor136

distribution for each background contribution similar to our signal that comes from a B-meson and decay into a D−s137

meson. These decays are listed in table II. This table also shows the contribution of each decay to the signal sample.138

The total contribution of the B-meson decays background is 9.98%.139

K factor distributions for signal and background samples are shown in figures 1 and 2 respectively.140
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FIG. 2: K-factor distributions of the decays contributing to the B mesons background.

Decay
∑

Br(B→ D0
sD×D→ µ) Xsectionεprodεreco(µb) Contribution to D+

s

B+ → D+
s DX (0.11± 0.02)% 0.71± 0.03 (3.81± 0.75)%

B0 → D+
s DX (0.13± 0.02)% 0.64± 0.03 (4.13± 0.70)%

B0
s → D+

s D
(∗)
s X (0.06± 0.01)% 0.37± 0.02 (1.11± 0.36)%

B0
s → D+

s DX (0.13± 0.06)% 0.14± 0.01 (0.92± 0.44)%
cc̄→ D+

s µ
− (0.12± 0.02)% 1.56± 0.1 (9.53± 1.65)%

TABLE II: Branching fractions of the background decays that contribute to the D−s meson mass peak, The B meson
decays contribute to the 9.98% to the D+

s mass peak.

VIII. SIGNAL FRACTION141

In order to estimate the number of candidates of D−s -mesons in the Signal Sample, a fit over the D−s mass distri-
bution. The mass window taken is (1.958± 10× 0.022)GeV/c2 or 1.738 GeV/c2 < M(φπ) < 2.178 GeV/c2, we refer
these events as the ”D−s Mass Sample” DMS, the peak of the D+ meson also lays in this mass range. The model
that is used to fit this distributions is comprised of a gaussian distribution for D−s mass, a gaussian distribution for
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FIG. 3: Invariant mass distribution of the D+
s candidates. The curves are projections of the Maximum Likelihood fit

for the D+
s mass distribution. The green area is the D+

s mass peak, the blue one is the D+ mass peak and the red
dashed curve is the combinatorial background distribution. The black curve is the sum of the three contributions.

D+ mass, and a second order polynomial for the background,

LMass =
∏

i∈DMS

1

NDMS

[
N(D−s )e

− (Mi−m(D−s ))2

2σ2(D
−
s ) +N(D+)e

− (Mi−m(D+))2

2σ2(D+) +N(Bkg)(1 +A1Mi +A2M
2
i )

]
(13)

Parameter Central Value Uncertainty (±)
N(Bkg) 497040 104000
A1 0.9006(GeV/c2)−1 0.0905(GeV/c2)−1

A2 0.9089(GeV/c2)−2 0.0234(eV/c2)−2

N(D+) 11593 541
m(D+) 1.8677MeV/c2 0.0008MeV/c2

σ(D+) 0.021MeV/c2 0.001MeV/c2

N(D−
s ) 35781 476

m(D−
s ) 1.9641MeV/c2 0.0003MeV/c2

σ(D−
s ) 0.0214MeV/c2 0.0003MeV/c2

TABLE III: Parameter of the mass distribution obtained from Maximum-likelihood fit.

IX. LIFETIME FIT MODEL142

To perform the lifetime fit we use to samples, the “Signal Sample” SS, and the “Background Sample” BS. The signal143

sample is defined as those events in the D−s mass distribution which lay in the rank of ±2σ from fitted mean mass, this144

region is defined from 1914MeV to 2002MeV. The number of candidates in this sample is 35781 over both periods,145

runs IIa and IIb . The Background sample is obtained from sidebands of D−s mass distribution,(−9σ,−7σ)∪ (7σ, 9σ),146

and candidates with the “wrong-sign” combination from the interval (−9σ, 9σ). We assume that the combinatoric147

background is due to random track combinations, and then, the side band sample events can be used to model the148

background in the signal sample.149

The pseudo-proper decay length distribution obtained from the signal sample is fit using an not binned maximum150

log-likelihood method. Both B0
s lifetime and background shape are determined in a simultaneous fit using the signal151

and background samples for each period of data. The likelihood function L for each period is given by:152

L = Csignal
∏

i∈SS
[fsignalF isignal + (1− fsignal)F ibkg]

∏

j∈BS

F jbkg, (14)
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FIG. 5: Mass distribution of Signal Sample, the sample is
the 2σ region around the D+

s mass peak.

where the products run over the events on signal sample, SS, and background sample, BS; fsignal is the fraction153

of signal events in signal sample, estimated by the fit of the D−s mass distribution; and F isignal/background is the154

signal/background probability density evaluated for the i-th event. Csignal is a gaussian constriction on the signal155

fraction.156

A. Signal Probability Density157

The signal probability distribution Fsignal composed of a weighted sum of several probability distributions, Edecay,158

each of these distributions is defined as a exponential decay convoluted with a resolution function R and smeared159

with a K-factor distribution Hdecay(K),160

Ejdecay(λj , σ(λj), s) =

∫
dKHdecay(K)

[
K

cτ(Bdecay)
e−Kλj/cτ(Bdecay) ⊗R(λj , σ(λj), s)

]
, (15)

where λj is the pesudo-proper decay length, PPDL, and σ(λj) is the error for the PPDL measurement for the j-Th.161

event. For each possible contribution from B-meson decay, a E function is introduced, with the correct PPDL and162

K-factor. The resolution function is given by,163

R(λj , σ(λj), s) =

(
1√

2π sσ(λj)

)
e
−(λj−λ0)2

2(sσ(λj))
2
. (16)

Since a priori we do not know the overall scale of the decay length uncertainty, which is estimated on a event-by-event164

basis, the scale factor, s, is introduced as a free parameter in the fit. As, in principle, events that lay in the central165

region of the tracking system have a better spatial resolution than those events collected in the forward/backward166

region we use a resolution composed of two gaussian distributions, with different scale factors, given by,167

Rtot(λj , σ(λj), s1, s2) = ffineR(λj , σ(λj), s1) + (1− ffine)R(λj , σ(λj), s2) (17)

In the fit, the integration over the K factor distribution is approximated by a sum as follows:168

∫
dK H(K)→

∑

k−bin
∆KH(Kk−bin), (18)

where the sum is taken over the bin of the histogram H(Kk−bin), with bin size ∆K.169

Explicitly, the probability density F isignal takes the form:170
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F isignal = fc̄cF
i
c̄c + (1− fc̄c)[fBs→D−s DE

i
Bs→D−s D + fBs→Ds∗Ds∗E iBs→Ds∗Ds∗ + fB0→D−s DE

i
B0→D−s D +

fB+→D−s DE
i
B+→D−s D + (1− fBs→D−s D − fBs→Ds∗Ds∗ − fB0→D−s D − fB+→D−s D)E i

Bs→D+
s µ−X

], (19)

where fc̄c is the expected fraction of c̄c events in the signal sample, Fc̄c is the PDF lifetime for the c̄c events (a171

gaussian distribution). fBa→DbDc is the fraction of events for the decay fBa→DbDc , and EBa→DbDc is the PPDL PDF172

associated to each decay. The last term of the sum in eq. 19 is the term associated to our signal events Bs → D+
s µ
−X173

B. Background Probability Density174

The background probability density Fbkg is defined as follows:

F jbkg(λj , σ(λj)) =

{
(1− fLSL − fLLL − fRSL − fRLL)R(λj , σ(λj), s) + fLSL

λLSL
eλj/λLSL + fLLL

λLLL
eλj/λLLL (λ < 0)

(1− fLSL − fLLL − fRSL − fRLL)R(λj , σ(λj), s) + fRSL
λRSL

e−λj/λRSL + fRLL
λRLL

e−λj/λRLL (λ ≥ 0)

(20)
where the details of the quantities in eq. 20 are shown in table IV175

X. FIT RESULT176

Table V shows the fit results for our nominal model. Where we have used the MINUIT (HESSE and MINOS)177

algorithms included in the RooFit package to perform the fit. The Fig. 6 shows the pseudo-proper decay length of178

the B0
s candidates in signal sample and the projections of Fsignal,Fbkg and Fsignal + Fbkg. Figs 7 and 8 show the179

pseudo-proper decay length distribution for the side band and wrong sign sample respectively. The Background PDF180

Fbkg is also projected on each distribution.181

XI. CROSSCHECKS182

A. B0 lifetime183

As a crosscheck of the fitting procedure, the B0
d lifetime is measured. The channel B0

d → D(∗)+ is used as the signal.184

To obtain the signal sample a 2σ mass window is taken around the D+ mass from the same sample used for the Bs185

lifetime analysis. It is assumed also that there are some other B meson decays that contribute to the D+ mass peak186

and that the cc̄ contribution is the same as in the D−s mass peak, fcc̄ = 0.093. From MC samples we compute the187

contributions from different decays, they are shown in Table VI.188

All K factors for these decays were computed and the fit performed with the proper correct definitions in the189

background samples as well. It was found that the B0 lifetime obtained is 447 ± 10µm, this is en good agreement190

with the world average 455.7± 2.1µm.191

B. Split Sample Tests192

To test the stability of the measurement, we have performed some consistency checks based on sample splitting193

procedure. No systematic uncertainty will be quoted from these tests since observed differences were statistically194

fLSL fraction of events in the Left exponential with Short PPDL
fLLL fraction of events in the Left exponential with Long PPDL
fRSL fraction of events in the Right exponential with Short PPDL
fRLL fraction of events in the Right exponential with Long PPDL
λLSL slope of events in the Left exponential with Short PPDL
λLLL slope of events in the Left exponential with Long PPDL
λRSL slope of events in the Right exponential with Short PPDL
λRLL slope of events in the Right exponential with Long PPDL

TABLE IV: List of parameters used in the Lifetime Maximum Likelihood fit to model the combinatorial background.
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FIG. 6: Distribution of pseudo proper decay length of the signal sample with projections of the
Maximum-Likelihood fit. The green area is the projection of Fsignal, the red one is the combinatorial background

and the blue curve is the sum of the two.

Parameter Central Value Statistical Uncertainty
fLSL 0.05212 +0.00135 −0.00137
fLLL 0.02263 +0.00083 −0.00079
fRSL 0.19452 +0.00339 −0.00337
fRLL 0.10553 ±0.00035
λLSL 77.7µm ±2.7µm
λLLL 420.4µm ±8.4µm
λRSL 236.9µm ±3.6µm
λRLL 632.7µm +8.5µm −8.1µm
ffine 0.78257 0.00349 0.00355
s1 1.340 ±0.006
s2 4.383 ±0.061

cτ(Bs) 434.5µm ±4.3µm

TABLE V: Lifetime Maximum-Likelihood fit results.
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FIG. 7: Background PDF component projected over the
side band sample.
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FIG. 8: Background PDF component projected over the
wrong sign sample.
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Decay Contribution
cc̄ 0.093

B0 → D−µ+X 0.808
B+ → D−µ+X 0.084
B0 → D−DX 0.008
B0
s → D−µ+X 0.005

TABLE VI: Contributions from different decays to the D+ mass peak.
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FIG. 9: Distribution of pseudo proper decay length of the D+ signal sample with projections of the

Maximum-Likelihood fit. The blue area is the projection of FD+

signal, the red one is the combinatorial background and
the green curve is the sum of the two

consistent with zero. Table VII shows the fitted lifetimes for different period of data taking, the measurements are195

consistent with the nominal value..196

Sub-sample Fit result

Run IIA (432.1+6.9
−6.8)µm

Run IIB (435.3± 5.3)µm

TABLE VII: Fit results for the cτB0
s

for different sub-samples. The uncertainties are statistical. The measured
lifetime in the sub-samples are consistent with the fit for the complete sample where cτB0

s
= 434.5µm.

XII. SYSTEMATIC UNCERTAINTIES197

A. Decay Length Resolution198

In the nominal fit,a double-Gaussian function is used to model the resolution. The fit gives a fraction of 78.26%199

for the contribution of the narrower gaussian. However, a single gaussian resolution can be also be a valid model for200

the resolution. The systematic uncertainty due to this change in the resolution model is 0.9µm201
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B. Combinatorial Background Evaluation202

To evaluate the shape of the combinatorial background in the Signal Sample, side band events and wrong sign203

combination are used to help the fit. To associate a systematic uncertainty of this method we use a sample with only204

wrong sign combination, a sample with only high mass and wrong sign and a sample with low mass and wrong sign.205

The Table VIII shows the uncertainty associated with each sample. The maximum difference is 5µm with no Side206

Bands, and is the quoted uncertainty for this evaluation. This uncertainty is only positive but it is taken symmetric207

in the total effect.

Model Variation
no Side Bands +5.0µm

no Low Side Bands +1.5µm
no High Side Bands +2.2µm

TABLE VIII: List of systematic uncertainties associated with the combinatorial background modeling.

208

C. K Factor Determination209

To determine the K factor of the signal events, we assume that the signal is composed according to the fractions210

given in the table I. To associate a systematic uncertainty to the determination of the K factor we change this211

assumption considering that the signal is composed only with the Bs → µνD−s and Bs → µνD∗s . The change in the212

lifetime measurement using this assumption is 1.5µm213

D. Non-Combinatorial Background Composition214

Decay −1σ +1σ
cc̄→ D+

s µX −3.8µm +3.8µm
B0
s → D+

s DX +1.2µm −0.5µm

B0
s → D

+(∗)
s D

−(∗)
s +0.2µm −0.6µm

B+ → D+
s DX +1.8µm −1.8µm

B0 → D+
s DX +1.3µm −1.3µm

TABLE IX: Systematic uncertainties associated to the variation of the contributions of the different decays
contributing to the non combinatoric background. When each contribution is added in quadratures it is obtained a

total uncertainty of +4.6
−4.5

In the case of the non-combinatorial background, i.e., the background due to a incomplete reconstruction of a215

B-meson decay, there is a systematic effect that is due to the uncertainty in their contribution of D−s mesons. There216

is also a contribution from cc̄→ D−s D events that it is necessary to take into account. In the Table IX is summarized217

the effect of the variations on each decay fraction. The total effect of these variations, summed on quadratures is +4.6
−4.5.218

E. Summary219

The table X shows the contributions to the systematic uncertainty from different sources. The most significative220

effect comes from the resolution modeling. The total effect, computed adding al of them in quadratures, is ±10 µm221

XIII. RESULTS AND CONCLUSIONS222

The likelihood fit gives the central value and statistic uncertainty of

τBs = 434.5+4.2
−4,1 µm. (21)
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Uncertainty source Variation
Resolution Modeling 0.9 µm
Combinatorial Background modeling 5.0 µm
K factor determination 1.5 µm
Non Combinatorial Background 4.6 µm
Total 7.0 µm

TABLE X: Summary of systematic uncertainty contributions.

When the statistic and systematic uncertainties are added the final result can be written as,

τBs = 434.5+4.2
−4.1 µm (stat.)± 7.0 µm (syst.). (22)

The uncertainty in this measurement is dominated by the systematic effects. Taking the world average of B0 lifetime
and this measurement, one can compute the ratio τB0

s
/τB0 ,

τB0
s

τB0

= 0.953± 0.019. (23)

The p-value for the restrictions from lattice-QCD, eq. 6 is 1.4%.223
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2011.

[101] Pedro L.M. Podesta Lerma. Measurement of the Bs Lifetime. PhD thesis, Centro

de Investigación y Estudios Avanzados del IPN, México, 2005.

189


	Resumen
	Abstract
	Dedication
	Acknowledgements
	Contents
	List of Figures
	List of Tables
	1 Introduction
	1.1 Short History of Particle Physics
	1.2 Standard Model
	1.3  B0s Meson, CP violation and lifetime
	1.4 Tevatron, D0 and LHC
	1.5  Overview of the Thesis

	2 Theoretical Framework
	2.1 Introduction
	2.2 The Electroweak Model
	2.3 The CKM Matrix
	2.4 CP violation in Meson Decays
	2.4.1 Charged- and neutral-meson decays
	2.4.2 Neutral-meson mixing
	2.4.3 CP-violating observables
	2.4.4 Classification of CP-violating effects

	2.5 Decay Rates and Effective Field Theories
	2.6 Heavy quark symmetry
	2.7 Heavy quark effective theory
	2.8 Heavy quark expansion and b hadron lifetimes
	2.9 B0s Lifetime

	3 Accelerator Machine
	3.1 Pre-accelerator
	3.2 Linac
	3.3 Booster
	3.4 Main Injector
	3.5 Tevatron
	3.6 Antiproton Source
	3.7 Recycler
	3.8 Switchyard 120 GeV

	4 The DØ Detector
	4.1 Introduction
	4.2 Central Tracking
	4.2.1 Silicon microstrip tracker
	4.2.2 Central Fiber Tracker
	4.2.3 Solenoidal Magnet

	4.3 Muon Detector
	4.3.1 Toroidal magnets
	4.3.1.1 Central muon system
	4.3.1.2 Forward muon system

	4.3.2 Trigger


	5 B0s lifetime
	5.1 Selection and Reconstruction
	5.2 Pseudo Proper Decay Length and K-factor
	5.3 Monte Carlo samples
	5.3.1 Weighting process

	5.4 K-factors
	5.4.1 pT() dependence

	5.5 Signal Fraction
	5.6 Lifetime Fit Model
	5.6.1 Signal Probability Density
	5.6.2 Background Probability Density
	5.6.3 B0d Probability Density

	5.7 Fit result
	5.8 Crosschecks
	5.8.1 MC pseudo experiments generation and fit
	5.8.2 Fit bias test

	5.9 Systematic uncertainties
	5.9.1 Decay Length Resolution
	5.9.2 Combinatorial Background Evaluation
	5.9.3 K-Factor Determination
	5.9.4 Non-Combinatorial Background Composition
	5.9.5 B-mesons lifetime
	5.9.6 Summary

	5.10 Results and conclusions

	6 CP violation phase in the decay B0sJ/
	6.1 Introduction
	6.2  Data Sample and Event Reconstruction
	6.3  Background Suppression
	6.3.1  Signal and background simulation
	6.3.2 Multivariate event selection
	6.3.3  Selection Criteria
	6.3.4  Simple Selection

	6.4  Flavor Tagging 
	6.4.1 OST calibration

	6.5  Maximum Likelihood Fit
	6.5.1 Signal model
	6.5.2 Background model
	6.5.3 Fit results
	6.5.4  Systematic uncertainties

	6.6  Confidence intervals from MCMC studies
	6.6.1 The method 
	6.6.2 General properties of MCMC chains for the BDT-selection and Square-cuts samples
	6.6.3 Results 

	6.7 Summary and Discussion

	7 Conclusions
	7.0.1 B0s Lifetime
	7.1  CP Violation in B0s-B0s meson
	7.2 General Conclusions

	A BDT Discriminants
	B Detector acceptance
	C Independent estimate of  FS  
	D  Sensitivity to Ms 
	D.0.1  Likelihood scan as a function of Ms 
	D.0.2  Bs0 -Bs0 oscillation 


	E Published paper
	F DØ internal note
	Bibliography

